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1 Introduction

Following a paradigm put forward by Milner and Plotkin, a primary criterion to
judge the appropriateness of denotational models for programming and specifi-
cation languages is that they be in agreement with operational intuition about
program behaviour. Of the “good fit” criteria for such models that have been
discussed in the literature, the most desirable one is that of full abstraction.
Intuitively, a fully abstract denotational model is guaranteed to relate exactly
all those programs that are operationally indistinguishable with respect to some
chosen notion of observation.

Because of its prominent role in process theory, bisimulation [12] has been
a natural yardstick to assess the appropriateness of denotational models for
several process description languages. In particular, when proving full abstrac-
tion results for denotational semantics based on the Scott-Strachey approach
for CCS-like languages, several preorders based on bisimulation have been con-
sidered; see, e.g., [6, 3, 4]. In this paper, we shall study one such bisimulation-
based preorder whose connections with domain-theoretic models are by now
well understood, viz. the prebisimulation preorder . investigated in, e.g., [6, 3].
Intuitively, p . q holds of processes p and q if p and q can simulate each other’s
behaviour, but at times the behaviour of p may be less specified than that of q.

A common problem in relating denotational semantics for process descrip-
tion languages, based on Scott’s theory of domains or on the theory of algebraic
semantics, with behavioural semantics based on bisimulation is that the chosen
behavioural theory is, in general, too concrete. The reason for this phenomenon
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is that two programs are related by a standard denotational interpretation if,
in some precise sense, they afford the same finite observations. On the other
hand, bisimulation can make distinctions between the behaviours of two pro-
cesses based on infinite observations. (Cf. the seminal study [1] for a detailed
analysis of this phenomenon.) To overcome this mismatch between the denota-
tional and the behavioural theory, all the aforementioned full abstraction results
are obtained with respect to the so-called finitely observable, or finitary, part
of bisimulation. The finitary bisimulation is defined on any labelled transition
system thus: p .F q iff t . p implies t . q, for every finite synchronization tree
t.

An alternative characterization of the finitary bisimulation for arbitrary
transition systems has been given by Abramsky in [1]. This characterization is
couched in logical terms, and is an impressive byproduct of Abramsky’s “theory
of domains in logical form” programme. More precisely, Abramsky shows that
two processes in any transition system are equated by the finitary bisimulation
iff they satisfy the same formulae in the finitary version of the domain logic
for transition systems. The existence of this logical view of the finitary bisim-
ulation gives us a handle to work with this relation. However, an alternative,
behavioural view of the finitary bisimulation might be more useful when estab-
lishing results which are more readily shown on the behavioural, rather than
on the logical, side. Examples of such results are complete axiomatizations for
the finitary bisimulation and full abstraction results. A behavioural characteri-
zation of the finitary bisimulation would also provide an easier way to establish
when two processes in a transition system are related by it or not, thus giving
more insight on the kind of identifications made by this relation.

In this study, we offer a behavioural characterization of the finitary bisimu-
lation for arbitrary transition systems (cf. Thm. 3.5). This result may be seen
as the behavioural counterpart of Abramsky’s logical characterization theorem
[1, Thm. 5.5.8]. Moreover, for the important class of sort-finite transition sys-
tems we present a sharpened version of a behavioural characterization result
first proven by Abramsky in [3, Propn. 6.13]. The interested reader may consult
the unpublished report [5] for more results on the finitary bisimulation.

2 Preliminaries

We begin by reviewing a variation on the model of labelled transition systems
[9] that takes divergence information into account. We refer the interested
readers to, e.g., [11] for motivation and more information on this semantic
model for reactive systems. A labelled transition system with divergence (lts)
is a quadruple (Proc,Act,→, ↑), where:

• Proc is a set of processes, ranged over by p, q, r, s, possibly subscripted or
superscripted;

• Act is a set of actions, ranged over by a, b, possibly subscripted;

• →⊆ Proc× Act× Proc is a transition relation. As usual, we shall use the
more suggestive notation p

a→ q in lieu of (p, a, q) ∈→;
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• ↑⊆ Proc is a divergence predicate, notation p ↑.

We write p ↓, read “p converges”, iff it is not the case that p ↑. Intuitively,
the fact that a process p converges means that its initial behaviour is com-
pletely specified. On the contrary, the divergence of a process signifies that the
information on its initial behaviour is incomplete.

For n ≥ 0 and σ = a1 . . . an ∈ Act∗, we write p
σ→ q iff there exist processes

p0, . . . , pn such that p = p0
a1→ p1

a2→ · · · pn−1
an→ pn = q. For a process p ∈ Proc

and action a ∈ Act we define:

initials(p)
∆
=

{
a ∈ Act | ∃q : p

a→ q
}

sort(p)
∆
=

{
a ∈ Act | ∃σ ∈ Act∗, r, s ∈ Proc : p

σ→ r
a→ s
}

derivatives(p, a)
∆
=

{
q | p a→ q

}
.

Following [3], we say that an lts is sort-finite iff sort(p) is finite for every p ∈ Proc.
A useful source of examples for labelled transition systems with divergence

is the set of countably branching synchronization trees over a set of labels Act,
denoted by ST∞(Act). This is the set of infinitary terms generated by the
inductive definition:

{ai ∈ Act, ti ∈ ST∞(Act)}i∈I∑
i∈I ai : ti[+Ω] ∈ ST∞(Act)

where I is a countable index set, and the notation [+Ω] means optional inclusion
of Ω as a summand. We shall write O for

∑
i∈∅ ai : ti, and Ω for

∑
i∈∅ ai : ti+Ω.

Intuitively, O stands for the one-node synchronization tree, a representation of
an inactive process, and Ω stands for the synchronization tree whose behaviour
is completely unspecified.

The set of terms built using only finite summations, i.e. the finite synchro-
nization trees, will be denoted by ST(Act). The set of synchronization trees
ST∞(Act) can be turned into a labelled transition system with divergence by
stipulating that, for t ∈ ST∞(Act):

• t ↑ iff Ω is a summand of t, and

• t ai→ ti iff ai : ti is a summand of t.

The behavioural relation over processes that we shall study in this paper is that
of prebisimulation [8, 11, 6, 13] (also known as partial bisimulation [3]).

Definition 2.1 Let (Proc,Act,→, ↑) be an lts. Let Rel(Proc) denote the set of
binary relations over Proc. Define the functional F : Rel(Proc)→ Rel(Proc) by:

F (R) = {(p, q) | ∀a ∈ Act

• p a→ p′ ⇒ ∃q′ : q
a→ q′ and p′ R q′

• p ↓⇒
(
q ↓ and

(
q

a→ q′ ⇒ ∃p′ : p
a→ p′ and p′ R q′

))
}

A relation R is a prebisimulation iff R⊆ F (R). We write p . q iff there exists
a prebisimulation R such that p R q.
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An alternative method for using the functional F to obtain a behavioural pre-
order is to apply it inductively as follows:

.0
∆
= Proc× Proc

.n+1
∆
= F (.n)

and finally .ω ∆
=
⋂
n≥0 .n. Intuitively, the preorder.ω is obtained by restricting

the prebisimulation relation to observations of finite depth. As a standard
example of the relevance of this restriction, consider the processes

p
∆
=

∑
i≥1 a : · · · : a :︸ ︷︷ ︸

i-times

O

+ Ω

q
∆
= p+ aω

where aω denotes an infinite sequence of a actions. Then q 6. p because the
transition q

a→ aω cannot be matched by any a-transition emanating from p.
On the other hand, it is easy to see that q .ω p does hold.

In this paper, we are interested in studying the “finitely observable”, or fini-
tary, part of the bisimulation in the sense of, e.g., [6]. The following definition
is from [3].

Definition 2.2 Let (Proc,Act,→, ↑) be an lts. The finitary bisimulation pre-
order .F over Proc is defined as follows: p .F q iff, for every t ∈ ST(Act),
t . p implies t . q.

The preorders ., .ω and .F are related thus: . ⊆ .ω ⊆ .F . Moreover
the inclusions are strict for infinitely branching lts’s, and collapse to equalities
for finitely branching ones. The interested reader is referred to [3] for a wealth
of examples distinguishing these preorders, and a very deep analysis of their
general relationships and properties.

3 The Behavioural Characterization

Abramsky’s logical characterization of the finitary bisimulation provides one
general, observation-independent alternative view of .F . It can be viewed as
the counterpart of the modal characterization theorems for bisimulation-based
equivalences and preorders which have been so popular and fruitful since the
seminal [11, 7]. However, in order to gain more insight into the exact nature of
the relationships between processes supported by .F , and as a further tool for
the study of this preorder (for example to establish results on full abstraction of
denotational models and complete axiomatizations), it is useful to have purely
behavioural, observation-independent characterizations of it. One such charac-
terization was provided by Abramsky in, e.g., [3, Propn. 6.13]. There Abramsky
shows that in any sort-finite lts that satisfies his axiom scheme of bounded non-
determinacy (BN) (cf. [1, Page 114]), the finitary bisimulation coincides with
.ω. We shall now present a bisimulation-like characterization of the finitary
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bisimulation for arbitrary transition systems. As a byproduct of our analy-
sis of the finitary bisimulation, we shall be able to improve upon Abramsky’s
behavioural characterization of .F for sort-finite lts’s. (Cf. Propn. 3.6.)

Consider an arbitrary lts (Proc,Act,→, ↑). For every A ⊆ Act, we define

the sequence of relations
{
@
∼
A
n | n ≥ 0

}
thus:

p @∼
A
0 q ⇔ true

p @∼
A
n+1 q ⇔ (1) ∀a ∈ A, p′ ∈ Proc. p

a→ p′ ⇒ ∃q′ : q
a→ q′ and p′ @∼

A
n q
′

(2) If initials(p) ⊆ A and p ↓ then
(2.1) initials(q) ⊆ A and q ↓
(2.2) ∀a ∈ A, q′ ∈ Proc. q

a→ q′ ⇒ ∃p′ : p a→ p′ and p′ @∼
A
n q
′ .

The following proposition collects some basic properties of the relations @∼
A
n

which will be useful in the remainder of this study.

Proposition 3.1 For every n ≥ 0 and A ⊆ Act, the following statements hold:

1. The relation @∼
A
n is a preorder.

2. For p, q ∈ Proc, p @∼
A
n+1 q implies p @∼

A
n q.

3. Assume that A ⊆ B ⊆ Act. Then, for p, q ∈ Proc, p @∼
B
n q implies p @∼

A
n q.

We now define:

p @∼
A
ω q

∆
= ∀n ≥ 0. p @∼

A
n q

p @∼
fin
ω q

∆
= ∀A ⊆fin Act. p @∼

A
ω q

where the notation A ⊆fin Act means that A is a finite subset of Act. Note
that, in light of Propn. 3.1(1), both the relations defined above are preorders.

As initials(p) is contained in Act for every process p ∈ Proc, the preorder @∼
Act
ω

coincides with .ω.
The above definitions are inspired by [8, page 266], where a preorder over

value-passing CCS [10] which uses finite sets of communication capabilities of
processes in a similar manner is presented. Intuitively, p @∼

A
ω q holds for two

processes p and q iff there is no observation, in the sense of [2], of finite depth,
and with actions drawn from the set A, that can distinguish between p and
q. For example, p @∼

∅
ω q holds unless p is a convergent inactive process and q

is either divergent or capable of performing some action. A similar intuition
applies to the relation @

∼
fin
ω , but there observations can only be drawn from

finite sets of actions and are therefore required to have finite width as well as
finite depth. That this is significant is shown by the following example:

Example: Assume that Act = {ai | i ≥ 0}, and that i 6= j implies ai 6= aj.
Consider the synchronization trees p and q given by:

p
∆
=

∑
i≥0

ai : O (1)

q
∆
= p+ Ω . (2)
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Then p 6.1 q because p ↓ but q ↑. However, p @∼
fin
ω q. In fact, every transition

from p can be matched identically by q, and, for A ⊆fin Act, clause (2) in the
definition of @∼

A
n+1 is always vacuously satisfied because initials(p) = Act, which

is countably infinite.
Indeed, it is also the case that p .F q. In fact, let t ∈ ST(Act) be such

that t . p. We shall now argue that t . q must also hold. First of all, note
that t . p implies that t ↑. (This is easy to see because otherwise the finite
synchronization tree t would have to have Act as its set of initial actions.) Next
we remark that if t

a→ t′ for some action a, then t′ . O. From these two
observations, it follows immediately that t . q. (End of Example)

Let (Proc,Act,→, ↑) be an arbitrary lts. Our aim is to show that .F coincides
with @∼

fin
ω over Proc. We begin by establishing two auxiliary results.

Lemma 3.2 For every t ∈ ST(Act), p ∈ Proc, t . p iff t @∼
fin
ω p

Proof: The ‘only if’ implication is an immediate consequence of the following fact,
which may be easily shown by mathematical induction on n,

∀t ∈ ST(Act), p ∈ Proc, n ≥ 0, A ⊆ Act. t . p ⇒ t @∼
A
n p .

Here we just remark that if t . p, t ↓ and initials(t) ⊆ A, then the definition of . yields
immediately that p ↓ and initials(p) ⊆ A.

In the proof of the ‘if’ implication, we shall make use of the notion of height of a
synchronization tree. This is the ordinal defined thus:

ht(
∑
i∈I ai : ti[+Ω])

∆
= sup {ht(ti) | i ∈ I}+ 1 .

To establish the ‘if’ implication, it is sufficient to prove the following statement:

∀t ∈ ST(Act), p ∈ Proc. t @∼
sort(t)
ht(t)

p ⇒ t . p .

The straightforward proof is by complete induction on ht(t). Here we limit ourselves
to showing that

t @∼
sort(t)
ht(t)

p and t
a→ t′ implies p

a→ p′ for some p′ such that t′ . p′ .

To this end, assume that t @∼
sort(t)
ht(t)

p and t
a→ t′. Under these assumptions, ht(t) > 0

and it follows that p
a→ p′ for some p′ such that t′ @∼

sort(t)
ht(t)−1

p. It is easy to see that

ht(t′) ≤ ht(t) − 1 and sort(t′) ⊆ sort(t). Thus, Propn. 3.1(2)-(3) yields t′ @∼
sort
(
t′
)

ht(t′)
p′.

As ht(t′) < ht(t), the induction hypothesis gives t′ . p′ as required. �

The finitary bisimulation has the property that, for all p, q ∈ Proc,

p .F q iff for every t ∈ ST(Act), t .F p implies t .F q . (3)

This is an immediate consequence of the fact that t . p iff t .F p, for every
finite synchronization tree t and process p. A binary relation over processes
that enjoys property (3) is usually called finitary or finitely approximable [6, 4].
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Lemma 3.3 The preorder @∼
fin
ω is finitary.

Before proving this lemma, we introduce some intermediate definitions and
results. For every process p ∈ Proc, finite action set A and non-negative integer
n, we define a synchronization tree p(A,n) as follows:

p(A,0) ∆
= Ω

p(A,n+1) ∆
=

∑{
a : q(A,n) | a ∈ A, q ∈ derivatives(p, a)

}
[+Ω | p ↑ or initials(p) 6⊆ A] .

Intuitively, the synchronization tree p(A,n) stands for the approximation of the
behaviour of p of width A and height n+ 1. For example, if we apply the above
definition to derive the approximations of the infinitely branching synchroniza-
tion trees p and q given in (1) and (2), respectively, we obtain that, for every
A ⊆fin Act and n ≥ 0,

p(A,n+1) =
∑

{i|ai∈A}
ai : O(A,n) + Ω = q(A,n+1)

where O(A,n) is Ω if n = 0, and O otherwise. Thus, albeit p is a convergent
synchronization tree, all of its approximations are divergent, and coincide with
the approximations of the behaviour of q.

By a simple induction, we may show that, for every finite set of actions A

and non-negative integer n, the set of synchronization trees
{
p(A,n) | p ∈ Proc

}
is finite. Therefore the synchronization tree p(A,n+1) is finite even when the set
derivatives(p, a) is infinite for some a ∈ A. The fact that the synchronization
trees p(A,n) do behave as approximations of the behaviour of p of width A and
depth n is the import of the following result, which may be easily shown by
mathematical induction:

Lemma 3.4 For every A ⊆fin Act, n ≥ 0,

1. p @∼
A
n p

(A,n), and

2. p(A,n) . p.

We are now in a position to prove statement Lemma 3.3 above, i.e., that the
preorder @∼

fin
ω is finitary.

Proof of Lemma 3.3: We prove that

p @∼
fin
ω q iff ∀t ∈ ST(Act). t @∼

fin
ω p ⇒ t @∼

fin
ω q .

The ‘only if’ implication follows immediately from the fact that @∼
fin
ω is a preorder. To

establish the ‘if’ implication, let us assume that p and q are two processes such that,
for every t ∈ ST(Act),

t @∼
fin
ω p ⇒ t @∼

fin
ω q . (4)

We show that p @∼
A
n q holds for every finite set of actions A and non-negative integer n.

To this end, let A ⊆fin Act and n ≥ 0. We know that p @∼
A
n p

(A,n) . p (Lemma 3.4). As
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p(A,n) is a finite synchronization tree, it follows that p @∼
A
n p(A,n) @

∼
fin
ω p (Lemma 3.2).

Using (4), we now obtain that p @∼
A
n p

(A,n) @
∼
fin
ω q holds. By the definition of @∼

fin
ω and

the transitivity of @∼
A
n (Propn. 3.1(1)), we finally infer that p @∼

A
n q holds, which was to

be shown. �
Collecting the intermediate results presented so far, we can now establish the
main result of this paper.

Theorem 3.5 For p, q ∈ Proc in any transition system, p .F q iff p @∼
fin
ω q.

Proof: The preorder @∼
fin
ω is finitary (Lemma 3.3), and coincides with .—and thus

with .F—over ST(Act) × Proc (Lemma 3.2). It is immediate to see that two finitary

relations that coincide over ST(Act)× Proc do coincide over the whole of Proc. �

In [3, Propn. 6.13], Abramsky showed that for any sort-finite lts satisfying his
axiom scheme of bounded nondeterminacy (BN) (cf. op. cit. on page 193), the
finitary bisimulation coincides with the ω-iterate of the bisimulation preorder
.ω. Following the proof of our previous characterization theorem, we can now
present a sharpened version of this result, which does not require the lts’s to
satisfy the axiom (BN).

Proposition 3.6 For p, q ∈ Proc in any sort-finite transition system, p .F q
iff p .ω q.

Proof: It is well-known that, in any lts, not necessarily sort-finite, p .ω q implies

p .F q. We are therefore left to show that, for p, q ∈ Proc in any sort-finite transition

system, p .F q implies p .ω q. This statement can be shown by mimicking the proof of

Lemma 3.3 presented above. In fact, it is not too hard to show that, for every process

p in a sort-finite lts, n ≥ 0 and finite set of actions A including sort(p), p .n p(A,n) . p.
In particular, we obtain that p .n p(sort(p),n) . p. If p .F q and sort(p) is finite, it

follows that p .n p(sort(p),n) . q. Using the fact that . is included in .ω, we may

now infer that p .n q holds for every n ≥ 0. We have therefore shown that, if p .F q

and sort(p) is finite, then p .ω q. �
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