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The Saga of the Axiomatization of Parallel
Composition*

Luca Aceto and Anna Ingolfsdottir

Department of Computer Science, Reykjavik University
Kringlan 1, 103 Reykjavik, Iceland
luca@ru.is, annai@ru.is

Abstract. This paper surveys some classic and recent results on the
finite axiomatizability of bisimilarity over CCS-like languages. It focuses,
in particular, on non-finite axiomatizability results stemming from the
semantic interplay between parallel composition and nondeterministic
choice. The paper also highlights the role that auxiliary operators, such
as Bergstra and Klop’s left and communication merge and Hennessy’s
merge operator, play in the search for a finite, equational axiomatization
of parallel composition both for classic process algebras and for their
real-time extensions.

1 The Problem and its History

Process algebras are prototype description languages for reactive systems that
arose from the pioneering work of figures like Bergstra, Hoare, Klop and Milner.
Well-known examples of such languages are ACP [18], CCS [44], CSP [40] and
Meije [13]. These algebraic description languages for processes differ in the basic
collection of operators that they offer for building new process descriptions from
existing ones. However, since they are designed to allow for the description and
analysis of systems of interacting processes, all these languages contain some
form of parallel composition (also known as merge) operator allowing one to put
two process terms in parallel with one another. These operators usually interleave
the behaviours of their arguments, and support some form of synchronization
between them.

For example, Milner’s CCS offers the binary operator ||, whose intended
semantics is described by the following classic rules in the style of Plotkin [49].

Koo Koo a g a
xr — X y—y rT—x, Yy—y

(1)

zllySally  zlly S|y zlly = ||y

(In the above rules, the symbol y stands for an action that a process may perform,
«a and & are two observable actions that may synchronize, and 7 is a symbol
denoting the result of their synchronization.)

* This paper is based on joint work with Wan Fokkink, Bas Luttik and Moham-
madReza Mousavi. The authors were partly supported by the project “The Equa-
tional Logic of Parallel Processes” (nr. 060013021) of The Icelandic Research Fund.



Although the above rules describe the behaviour of the parallel composition
operator in very intuitive fashion, the equational characterization of this operator
is not straightforward. In their seminal paper [39], Hennessy and Milner offered,
amongst a wealth of other classic results, a complete equational axiomatization
of bisimulation equivalence [48] over the recursion-free fragment of CCS. (See the
paper [14] for a more detailed historical account highlighting, e.g., Hans Beki¢’s
early contributions to this field of research.) The axiomatization proposed by
Hennessy and Milner in [39] dealt with parallel composition using the so-called
expansion law—a law that, intuitively, allows one to obtain a term describing
explicitly the initial transitions of the parallel composition of two terms whose
initial transitions are known. This law can be expressed as the following equation
schema

(S ) 1 () = Twstailln+ E st llu+ ¥ ool @)
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(where I and J are two finite index sets, and the p; and -y, are actions), and
is nothing but an equational formulation of the aforementioned rules describing
the operational semantics of parallel composition.

Despite its natural and simple formulation, the expansion law, however, is an
equation schema with a countably infinite number of instances. This raised the
question of whether the parallel composition operator could be axiomatized in
bisimulation semantics by means of a finite collection of equations. This question
was answered positively by Bergstra and Klop, who gave in [20] a finite equa-
tional axiomatization of the merge operator in terms of the auxiliary left merge
and communication merge operators. Moller showed in [46,47] that bisimula-
tion equivalence is not finitely based over CCS and PA without the left merge
operator. (The process algebra PA [20] contains a parallel composition operator
based on pure interleaving without communication—viz. an operator described
by the first two rules in (1)—and the left merge operator.) These results, which
we survey in Section 2, indicate that auxiliary operators are necessary to obtain
a finite axiomatization of parallel composition.

Moller’s results clarified the role played by the expansion law in the equa-
tional axiomatization of parallel composition over CCS and, to the best of our
knowledge, were the first negative results on the existence of finite equational
axiomatizations for algebras of processes that were presented in the literature.
To our mind, the negative results achieved by Moller in his doctoral dissertation
removed a psychological barrier by showing that non-finite axiomatizability re-
sults could indeed be achieved also in the study of process algebras, and paved
the way to the further developments we describe henceforth in this paper.

The contributions our collaborators and we have offered so far to the saga
of the axiomatization of parallel composition have been mostly motivated by an
attempt to answer the following questions.



1. Are there other “natural” auxiliary operators that can be used, in lieu of
Bergstra and Klop’s left and communication merge, to achieve a finite equa-
tional axiomatization of parallel composition?

2. Do the aforementioned results hold true also for extensions of classic process
algebras like CCS with features such as real-time?

As far as the former motivating question is concerned, the literature on process
algebra offers at least one alternative proposal to the use of the left and com-
munication merge operators. In the paper [38], which we believe is not so well
known as it deserves to be, Hennessy proposed an axiomatization of observation
congruence [39] and split-2 congruence over a CCS-like recursion-free process
language. (It is worth noting for the sake of historical accuracy that the results
reported in [38] were actually obtained in 1981; see the preprint [36].) Those
axiomatizations used an auxiliary operator, denoted | by Hennessy, that is es-
sentially a combination of the left and communication merge operators as its
behaviour is described by the first and the last rule in (1). Apart from having
soundness problems (see the reference [2] for a general discussion of this prob-
lem, and corrected proofs of Hennessy’s results), the proposed axiomatization
of observation congruence offered in [38] is infinite, as it uses a variant of the
expansion law from [39]. This led Bergstra and Klop to write in [20, page 118]
that:

“It seems that v does not have a finite equational axiomatization.”

(In [20] Bergstra and Klop used v to denote Hennessy’s merge.) In Section 3,
we will present an answer to this conjecture of Bergstra and Klop’s by showing
that, in the presence of two distinct complementary actions, it is impossible to
provide a finite axiomatization of the recursion-free fragment of CCS modulo
bisimulation equivalence using Hennessy’s merge operator |/ We believe that
this result, which was originally proved in [6], further reinforces the status of
the left merge and the communication merge operators as auxiliary operators
in the finite equational characterization of parallel composition in bisimulation
semantics. Interestingly, as shown in [8], in sharp contrast to the situation in
standard bisimulation semantics, CCS with Hennessy’s merge can be finitely
axiomatized modulo split-2 bisimulation equivalence [33,38]. (Split-2 bisimilar-
ity is defined like standard bisimilarity, but is based on the assumption that
action occurrences have a beginning and an ending, and that these events may
be observed.) This shows that, in sharp contrast to the results offered in [45,
46|, “reasonable congruences” finer than standard bisimulation equivalence can
be finitely axiomatized over CCS using Hennessy’s merge as the single auxil-
iary operation—compare with the non-finite axiomatizability results for these
congruences offered in [45, 46].

It is also natural to ask oneself whether the aforementioned non-finite ax-
iomatizability results hold true also for extensions of the basic CCS calculus
with features such as real-time. In Section 4, we review some negative results,
originally shown in [12], on the finite axiomatizability of timed bisimilarity over
Yi’s timed CCS [52,53]. In particular, we prove that timed bisimilarity is not



finitely based both for single-sorted and two-sorted presentations of timed CCS.
We further strengthen this result by showing that, unlike in the setting of CCS,
adding the untimed or the timed left merge operator to the syntax and seman-
tics of timed CCS does not solve the axiomatizability problem. To our mind,
these results indicate that the expressive power that is gained by adding to
CCS linguistic features suitable for the description of timing-based behaviours
substantially complicates the equational theory of the resulting algebras of pro-
cesses.

We feel that there are still many chapters to be written in the saga of the
study of the equational logic of parallel composition, and we list a few open
problems and directions of ongoing research throughout this paper.

Related Work in Concurrency and Formal Language Theory The equational
characterization of different versions of the parallel composition operator is a
classic topic in the theory of computation. In particular, the process algebraic
literature abounds with results on equational axiomatizations of various notions
of behavioural equivalence or preorder over languages incorporating some notion
of parallel composition—see, e.g., the textbooks [18,30,37,44] and the classic
papers [20, 39,43] for general references. Early w-complete axiomatizations are
offered in [35,45]. More recently, Fokkink and Luttik have shown in [31] that
the process algebra PA [20] affords an w-complete axiomatization that is finite
if so is the underlying set of actions. As shown in [9], the same holds true for the
fragment of CCS without recursion, relabelling and restriction extended with
the left and communication merge operators. The readers will find a survey of
recent results on the equational logic of processes in [7], and further non-finite
axiomatizability results for rather basic process algebras in, e.g., [4,10].

An analysis of the reasons why operators like the left merge and the commu-
nication merge are equationally well behaved in bisimulation semantics has led
to general algorithms for the generation of (finite) equational axiomatizations for
behavioural equivalences from various types of transition system specifications—
see, e.g., [1,3,15] and the references in [11] for further details.

Parallel composition appears as the shuffle operator in the time-honoured
theory of formal languages. Not surprisingly, the equational theory of shuffle
has received considerable attention in the literature. Here we limit ourselves to
mentioning some results that have a close relationship with process theory.

In [51], Tschantz offered a finite equational axiomatization of the theory of
languages over concatenation and shuffle, solving an open problem raised by
Pratt. In proving this result he essentially rediscovered the concept of pomset
[34, 50]—a model of concurrency based on partial orders whose algebraic aspects
have been investigated by Gischer in [32]—, and proved that the equational the-
ory of series-parallel pomsets coincides with that of languages over concatenation
and shuffle. The argument adopted by Tschantz in his proof was based on the
observation that series-parallel pomsets may be coded by a suitable homomor-
phism into languages, where the series and parallel composition operators on
pomsets are modelled by the concatenation and shuffle operators on languages,
respectively. Tschantz’s technique of coding pomsets with languages homomor-



phically was further extended in the papers [22, 24, 25] to deal with several other
operators, infinite pomsets and infinitary languages, as well as sets of pomsets.
The axiomatizations by Gischer and Tschantz have later been extended in [25,
29] to a two-sorted language with w-powers of the concatenation and parallel
composition operators. The axiomatization of the algebra of pomsets resulting
from the addition of these iteration operators is, however, necessarily infinite
because, as shown in [29], no finite collection of equations can capture all the
sound equalities involving them.

The results of Moller’s on the non-finite axiomatizability of bisimulation
equivalence over the recursion-free fragment of CCS and PA without the left
merge operator given in [46,47] are paralleled in the world of formal language
theory by those offered in [21, 23, 28]. In the first of those references, Bloom and
Esik proved that the valid inequations in the algebra of languages equipped with
concatenation and shuffle have no finite basis. Esik and Bertol showed in [28] that
the equational theory of union, concatenation and shuffle over languages has no
finite first-order axiomatization relative to the collection of all valid inequations
that hold for concatenation and shuffle. Hence the combination of some form of
parallel composition, sequencing and choice is hard to characterize equationally
both in the theory of languages and in that of processes. Moreover, Bloom and
Esik have shown in [23] that the variety of all languages over a finite alphabet
ordered by inclusion with the operators of concatenation and shuffle, and a con-
stant denoting the singleton language containing only the empty word, is not
finitely axiomatizable by first-order sentences that are valid in the equational
theory of languages over concatenation, union and shuffle.

2 Background

The core process algebra that we shall consider henceforth in this paper is a
fragment of Milner’s CCS. This language, which will be referred to simply as
CCS, is given by the following grammar:

tu=a | O | at | at | Tt | t+t | t[t,

where x is a variable drawn from a countably infinite set V', a is an action, and
a is its complement. We assume that the actions a and a are distinct. Following
Milner [44], the action symbol 7 will result from the synchronized occurrence of
the complementary actions a and a. We let u € {a,a,7} and a € {a,a}. (We
remark, in passing, that this small collection of actions suffices to prove all the
negative results we survey in this study. All the positive results we shall present
in what follows hold for arbitrary finite sets of actions.) As usual, we postulate
that a = a. We shall use the meta-variables ¢, u to range over process terms. The
size of a term is the number of operator symbols in it. A process term is closed
if it does not contain any variables. Closed terms will be typically denoted by
D, -

In the remainder of this paper, we let a” denote 0, and a™*! denote a(a™).
We sometimes simply write a in lieu of a'.
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Table 1. SOS Rules for the CCS Operators (i € {a,a,7} and « € {a,a})

The SOS rules for the above language are standard, and may be found in
Table 1. These transition rules give rise to transitions between closed terms. The
operational semantics for our language, and for all its extensions that we shall
introduce in the remainder of this paper, is thus given by a labelled transition
system [42] whose states are closed terms, and whose labelled transitions are
those that are provable using the rules that are relevant for the language under
consideration.

In this paper, we shall consider our core language and all its extensions
modulo bisimulation equivalence [44,48].

Definition 1. Bisimulation equivalence (also sometimes referred to as bisimi-

larity), denoted by <, is the largest symmetric relation over closed terms such

that whenever p < q and p = p', then there is a transition ¢ %> ¢ with p’' < ¢'.
If p & q, then we say that p and q are bisimilar.

It is well known that, as its name suggests, bisimulation equivalence is indeed
an equivalence relation (see, e.g., the references [44, 48]). Since the SOS rules in
Table 1 (and all of the other rules we shall introduce in the remainder of this
paper) are in de Simone’s format [27], bisimulation equivalence is a congruence.

Bisimulation equivalence is extended to arbitrary terms in the standard way.

2.1 Classic Results on Equational Axiomatizations

An axiom system is a collection of equations ¢t ~ u, where ¢t and u are terms. An
equation t ~ w is derivable from an axiom system E if it can be proved from
the axioms in E using the rules of equational logic (viz. reflexivity, symmetry,
transitivity, substitution and closure under contexts). An equation ¢ ~ u is sound
with respect to <« iff ¢ < u. An axiom system is sound with respect to < iff
so is each of its equations. For example, the axiom system in Table 2 is sound.
In what follows, we use a summation Zie{l,___7k} t; to denote t1 + - - - + tx, where
the empty sum represents 0.

An axiom system E is a complete axiomatization of < over (some extension
of) CCS if E is sound with respect to <, and proves all of the equations over
the language that are sound with respect to <. If E is sound with respect to
<, and proves all of the closed equations over the language that are sound with
respect to <, then we say that F is ground complete.

The study of equational axiomatizations of bisimilarity over process algebras
was initiated by Hennessy and Milner, who proved the following classic result.



Al r+y~y+zx

A2 (z4+y)+z=z+ (y+2)
A3 r+rrzx

A4 r+0=zx

Table 2. Some Axioms for Bisimilarity

Theorem 1 (Hennessy and Milner [39]). The aziom system consisting of
equations A1-A4 and all of the instances of (2) is ground complete for bisimi-
larity over CCS.

Since the equation schema (2) has infinitely many instances, the above theorem
raised the question of whether the parallel composition operator could be ax-
iomatized in bisimulation semantics by means of a finite collection of equations.
This question was answered positively by Bergstra and Klop, who gave in [20]
a finite ground-complete axiomatization of the merge operator in terms of the
auxiliary left merge and communication merge operators. The operational rules
for these operators are

Hoo a g a
r— X r—x,y—Yy

zlly b aly zly 5|y

where|| and | stand for the left and communication merge operators, respectively.

But, are auxiliary operators necessary to obtain a finite equational axioma-
tization of bisimilarity over the language CCS? This question remained unan-
swered for about a decade until Moller proved the following seminal result in his
doctoral dissertation.

Theorem 2 (Moller [45,47]). Bisimilarity has no finite, (ground-)complete
equational axiomatization over CCS.

Thus auxiliary operators are indeed necessary to obtain a finite axiomatization
of parallel composition, and the expansion law cannot be replaced by a finite
collection of sound equations.

Moller’s proof of the theorem above is based on the observation that, since
|| does not distribute over +, no finite, sound axiom system over CCS can be
powerful enough to “expand” the initial behaviour of a term of the form a||p
when p has a sufficiently large number of initial transitions leading to non-
bisimilar terms. It follows that no finite collection of sound axioms is as powerful
as the expansion law (2). Technically, Moller showed that, when n is greater than
the size of the largest term in a finite, sound axiom system F over the language
CCS, FE cannot prove the sound equation

n n n+1

a||2ai%a(2ai)+ a’ .
; 2

i=1 i=1 =

EN|



Note that, up to bisimilarity, the right-hand side of the above equation expresses
“syntactically” the collection of initial transitions of the term on the left-hand
side.

Remark 1. Theorem 2 holds true for each “reasonable congruence” over CCS. A
congruence is “reasonable” in the sense of Moller if it is included in bisimilarity
and satisfies the family of equations Red,, presented in [45, page 111].

3 The Role of Hennessy’s Merge

Theorem 2 shows that one cannot hope to achieve a finite (ground-)complete
axiomatization for bisimilarity over CCS without recourse to auxiliary opera-
tors. Moreover, the work by Bergstra and Klop presented in [20] tells us that
a finite ground-complete axiomatization can be obtained at the price of adding
the left and communication merge operators to the language. (In fact, as shown
in [9], for any finite set of actions the resulting language also affords a finite
complete axiomatization modulo bisimilarity.) A natural question to ask at this
point is whether one can obtain a finite equational axiomatization of bisimilarity
over CCS extended with some auxiliary binary operator other than those pro-
posed by Bergstra and Klop. An independent proposal, put forward by Hennessy
in [36, 38], is to add the auxiliary operator )/ with the following SOS rules to the
signature for CCS.

Hoo a a
r— X rT—T, yYy—Uy

el ybal|ly  afySa|y

Note that the above operator is essentially a combination of the left and com-
munication merge operators. We denote the resulting language by CCSp.

Does bisimilarity afford a finite equational axiomatization over CCSg? In [20,
page 118], Bergstra and Klop conjectured a negative answer to the above ques-
tion. Their conjecture was finally confirmed about twenty years later by the
following theorem.

Theorem 3 (Aceto, Fokkink, Ingolfsdottir and Luttik [6]). Bisimulation
equivalence admits no finite (ground-)complete equational axiomatization over
the language CCSp.

The aforementioned negative result holds in a very strong form. Indeed, we prove
that no finite collection of equations over CCSy that are sound with respect to
bisimulation equivalence can prove all of the sound closed equalities of the form

n
en : ann%aanrZTai (n>0),
=0

where the terms p,, are defined thus:



The proof of Theorem 3 is given along proof-theoretic lines that have their roots
in Moller’s proof of Theorem 2. However, the presence of possible synchroniza-
tions in the terms used in the family of equations e, is necessary for our result,
and requires careful attention in our proof. (Indeed, in the absence of synchro-
nization, Hennessy’s merge reduces to Bergstra and Klop’s left merge operator,
and thus affords a finite equational axiomatization.) In particular, the infinite
family of equations e, and our arguments based upon it exploit the inability of
any finite axiom system E that is sound with respect to bisimulation equivalence
to “expand” the synchronization behaviour of terms of the form p |/ q, for terms
q that, like the terms p,, above eventually do, have a number of inequivalent
“summands” that is larger than the maximum size of the terms mentioned in
equations in E. As in the original arguments of Moller’s, the root of this prob-
lem can be traced back to the fact that, since )/ distributes with respect to the
choice operator + in the first argument but not in the second, no finite collection
of equations can express the interplay between interleaving and communication
that underlies the semantics of Hennessy’s merge.

Our Theorem 3 is the counterpart of Moller’s Theorem 2 over the language
CCSy. As we recalled in Remark 1, Moller’s non-finite axiomatizability result
for CCS holds for each “reasonable” congruence. It is therefore natural to ask
ourselves whether each “reasonable” congruence is not finitely based over CCSg
too. The following result shows that, in sharp contrast to the situation in stan-
dard bisimulation semantics, the language CCSy can be finitely axiomatized
modulo split-2 bisimulation equivalence [36, 38], and therefore that, modulo this
non-interleaving equivalence, the use of Hennessy’s merge suffices to yield a finite
axiomatization of the parallel composition operation.

Theorem 4 (Aceto, Fokkink, Ingolfsdottir and Luttik [8]). Split-2 bisim-
ilarity affords a finite ground-complete equational axiomatization over the lan-
guage CCSy.

The above result hints at the possibility that non-interleaving equivalences like
split-2 bisimilarity may be finitely axiomatizable using a single binary auxiliary
operator. Whether a similar result holds true for standard bisimilarity remains
open. We conjecture that the use of two binary auxiliary operators is necessary
to achieve a finite axiomatization of parallel composition in bisimulation seman-
tics. This result would offer the definitive justification we seek for the canonical
standing of the auxiliary operators proposed by Bergstra and Klop. Preliminary
work on the confirmation of some form of this conjecture is under way [5].

4 The Influence of Time

So far in this paper we have presented, mostly negative, results on the finite
axiomatizability of notions of bisimilarity over variations on Milner’s CCS. Over
the years, several extensions of CCS with, e.g., time, probabilities and priority
have been presented in the literature. However, to the best of our knowledge,
the question whether the aforementioned negative results hold true also for these



extensions of classic process algebras like CCS has not received much attention
in the research literature. In what follows, we discuss some impossibility results
in the equational logic of timed bisimilarity over a fragment of Yi’s timed CCS
(TCCS) [52,53], which is one of the best-known timed extension of Milner’s
CCS.

One of the first design decisions to be taken when developing a language for
the description of timing-based behaviours is what structure to use to model
time. Since we are interested in studying the equational theory of TCCS modulo
bisimilarity, rather than selecting a single mathematical structure, such as the
natural numbers or the non-negative rationals or reals, to represent time, we
feel that it is more satisfying to adopt an axiomatic approach. We will therefore
axiomatize a class of mathematical models of time for which our negative re-
sults hold. The non-negative rationals and the non-negative reals will be specific
instances of our axiomatic framework, amongst others.

Following [41], we define a monoid (X, +,0) to be:

— left-cancellative iff (t+y=xz+2) = (y = z), and
— anti-symmetric iff (x +y=0)= (x =y =0).

We define a partial order on X as x < y iff x + 2z = y for some z € X. A time
domain is a left-cancellative anti-symmetric monoid (D, +,0) such that < is a
total order. A time domain is non-trivial if D contains at least two elements.
Note that every non-trivial time domain does not have a largest element, and
is therefore infinite. A time domain has 0 as cluster point iff for each d € D
such that d # 0 there is a d € D such that 0 < d’ < d. In what follows, we
assume that our time domain, denoted henceforth by D, is non-trivial and has
0 as cluster point.

Syntactically, we consider the language TCCS that is obtained by adding to
the signature of CCS delay prefixing operators of the form e(d).., where d is a
non-zero element of a time domain D. In what follows, we only consider action
prefixing operators of the form at and parallel composition without synchroniza-
tion.

The operational semantics for closed TCCS terms is based on two types of
transition relations: — for action transitions and i, where d € D, for time-delay
transitions. Action transitions are defined by the rules in Table 1, whereas the
Plotkin-style rules defining delay transitions are given below.

OiO aaciax
e
r—y
e(d).x g e(d+e)x <, ele).x e(d).x Ty
d d d d
To =Y X1 Y1 o — Yo X1 — Y1
d d

To + T1 E(—>)yo+y1 zo || z1 = yo |l
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The notion of equivalence over TCCS that we are interested in is timed bisim-
ilarity. This is defined exactly as in Definition 1, with the proviso that the
meta-variable u now ranges over time delays as well as actions. For example, 0
and €(d).0 are timed bisimilar for each d, and so are a and a + €(d).a. On the
other hand, a and €(d).a are not timed bisimilar because the former term affords
an a-labelled transition whereas the latter does not. (Intuitively, the latter term
has to wait for d units of time before being able to perform the action a.)

It is natural to wonder whether TCCS affords a finite (ground-)complete
axiomatization modulo timed bisimilarity. Before addressing this question, let
us remark that one can take two different approaches to formalizing the syntax
of TCCS in a term algebra.

1. The first approach is to use a single-sorted algebra with the only available
sort representing processes. Then €(d)._ is a set of unary operators, one for
each d € D.

2. The other approach is to take two different sorts, one for time and one for
processes, denoted by T and P, respectively. Then, €(_) is a single function
symbol with arity T x P — P.

If we decide to follow the first approach then, since our time domain is infinite,
we are immediately led to observe that no finite collection of sound equations
can prove all of the valid equalities of the form 0 = €(d).0. As a corollary of this
observation, we obtain the following result.

Theorem 5 (Aceto, Ingolfsdottir and Mousavi [12]). Timed bisimilarity
over single-sorted TCCS has no finite (ground-)complete axiomatization.

The lesson to be drawn from the above result is that, in the presence of an
infinite time domain, when studying the equational theory of TCCS, it is much
more natural to consider a two-sorted presentation of the calculus. However,
even in a two-sorted setting, we are still faced with the inability of any finite
sound axiom system to capture the interplay between interleaving and non-
determinism, which underlies Theorem 2. Therefore, by carefully adapting the
proof of Moller’s result, we obtain the following theorem.

Theorem 6 (Aceto, Ingolfsdottir and Mousavi [12]). Timed bisimilarity
over two-sorted TCCS has no finite (ground-)complete axiomatization.

As shown by Bergstra and Klop in [19], in the setting of classic CCS and in the
absence of synchronization one can finitely axiomatize bisimilarity by adding the
left merge operator to the syntax for CCS. It is therefore natural to ask ourselves
whether a finite axiomatization of timed bisimilarity over the fragment of TCCS
we consider in this study can be obtained by adding some version of the left merge
operator to the syntax for TCCS. Our order of business will now be to show that,
unlike in the setting of Milner’s CCS, even adding two variations on the left merge
operator does not improve the situation with respect to axiomatizability.

We begin by noting that adding the classic left merge operator proposed by
Bergstra and Klop to the syntax of TCCS does not lead to a finitely axiomatiz-
able theory.

11



Theorem 7 (Aceto, Ingolfsdottir and Mousavi [12]). Timed bisimilarity
over two-sorted TCCS extended with Bergstra and Klop’s left merge operator has
no finite (ground-)complete axiomatization.

Following the tradition of Bergstra and Klop, the left merge operator was given
a timed semantics in [17] as follows.

a d d
Zo — Yo To —Y X1 — Y1

d
IOH_JUli’yOHIl IOH_$1—>y0H_y1

This timed left merge operator enjoys most of the axioms for the classic left merge
operator. However, this operator does not help in obtaining a finite ground-
complete axiomatization for TCCS modulo bisimilarity either.

Theorem 8 (Aceto, Ingolfsdottir and Mousavi [12]). Two-sorted TCCS
extended with the timed left merge operator affords no finite (ground-)complete
axiomatization modulo timed bisimilarity.

Intuitively, the reason for the above-mentioned negative result is that the axiom

(az) Ly = a(z||y) ,

which is sound in the untimed setting, is in general unsound over TCCS. For
example, consider the process a| €(d).a; after making a time delay of length d,
it results in a|| a, which is capable of performing two consecutive a-transitions.
On the other hand, a(0 || e(d).a) after a time delay of length d remains the same
process and can only perform one a-transition, since the second a-transition still
has to wait for d time units before becoming enabled.

However, the above axiom is sound for a class of TCCS processes whose
behaviour, modulo timed bisimilarity, does not change by delaying. For instance,
we have that

1 (Ge(5) = (2o (2))

i=1 j=1 i=1 j=1

for each n > 0. However, no finite sound axiom system can prove all of the above
equalities, and therefore cannot be complete.

Remark 2. All of the impossibility results presented in this section also hold for
conditional equations of the form P = ¢ ~ u, where P is an arbitrary predicate
over the time domain, and ¢,u are TCCS terms.

In the case of two-sorted TCCS, our proofs make use of the fact that the time do-
main has 0 as a cluster point. However, we conjecture that discrete-time TCCS,
or its extension with (timed) left merge, is not finitely axiomatizable modulo
timed bisimilarity either. Work on a proof of this conjecture is ongoing.
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