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Induction Based on Rippling and Proof Planning

Part I: Rippling and Proof Planning

N

)
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A (Slightly) Harder Example

Vit : list(obj). rev(t) = qrev(t, nil)

e Definitions (+ axioms like Assoc)

rev(nil) = nil

rev(X ::Y) = rev(Y) <> X =nil
grev(nil, Z) = Z

grev(X =Y, Z) = gqrev(Y,X :: Z)

e Proof by Induction on ¢
Vt, 1 list(obj). rev(t) <> 1 = grev(t,l)

— Ind Hyp : Vi.rev(t) <>l = grev(t,l)

Virev(h:t) <>1 = qrev(h:t,l)

Vi.(rev(t) <> hunil) <>1 = qrev(h:tl)
Vi.(rev(t) <> h=nil) <>1 = qrev(t,h::1)
Virev(t) <> ((h:nil) <>1) = qrev(t,h::1)
Virev(t) <> (h=1l) = qrev(t,h::1)

N

Example: An Easy Induction Proof I

e Definitions and Axioms
—Plus: s(X)+Y = s(X+Y)
— Multiplication: s(X)xY =Y 4+ X xY
— Associativity, Simplification
e Prove: (y+z2)xx=yxz+zxz (inducty)
— Step case {s(y)/y}:

(s(y)+2)xx = sy xext+zxz
sly+z)xe = (r4+yxa)+zxe
z+(y+z)xze = z+(yxzt+zxaz)
(y+z)xax = yxz+zxe
e BEasy but...

— How did we pick the induction?
— How did we control rewriting?
— How did we organize proof?

— Where do lemmas come from?

)
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Overview: Induction Based on Rippling & Proof Planning

— Lemma speculation, generalization, case-splitting, ...
— Program and induction synthesis based on h.o. unification
— Inductive completion, general difference reduction

— “induction architectures” based on rippling

— goal directed rewriting
— rewrite calculus
— termination orders

— implementation
e Part V: Relationship to other approaches

o Part III: Proof search and critics
e Part IV: Synthesis based on rippling

¢ Part I: Rippling (informal)
e Part II: Rippling (formal)

N J
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Overview (cont.) — Focus on Edinburgh MRG Research

~ Bundy, et. al. (CADE9, CADE10, JAR, ALJ)
~ Kraan, Basin & Bundy (LOPSTR92, ICLP93)

— Basin (LOPSTR947 ICLP94)
— Barnett, Basin, Hesketh (Annals AT & Math, 1993)

— Basin & Walsh (CADE12, CTRS94)
~ Ireland (LPAR92), Hesketh (CADE12)

e Part I1I: Critics and “patching”

e Part II: Formalization
e Part V: Relationship

e Part I: Rippling
e Part TV: Synthesis

-~
N
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Example: Distributivity (with Rippling)

e Definitions and axioms

S(X)T+Y = |s(X+4Y)

A
s xy = [Yrxxy[

"
X+Y)| +7Z2 = | X+(Y+2)
‘T

X+|(Y+2)] = [

(X+Y)+2

\X+X|T:\X+1|T = Y=27

e Prove: (y+z)xax=yxax+zxa (induct on y)

— Step case: {T/y}

(@] +2)xz =

"
sly+z)| xz

T
‘x—&—(y—&-z)xm‘ =

y+z)xz =

M)
X
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Rippling — Idea

¢ Differences are Contexts:
— Invariant part (Skeleton): Black
— Changeable part (Wave-fronts): Red

T
e Example Induction: P(z) - P(s(z)|)

T
Skeleton = P(x) Wavefront = m
e Rewrite Rules are Context Moving Rules

o] +7 - [

— Rules structure preserving

LHS Skeleton = X +Y RHS Skeleton = X+Y

— Rules reduce differences

David Basin — 8 — MPI-I Saa




Rippling as Tree Rewriting.

o Proof

David Basin -9 — MPI-1 Saarbriicken

Rippling — Multiple Invariants .

e Generalize Structure Preservation

Vit : bin-tree.swap(swap(t)) =t
e Two inductions hypotheses

swap(swap(l)) =1,

swap(swap(r)) =r

e Conclusion contains two skeletons

swap(swap(‘ br(l,r) ‘T)) = ‘ br(l,r) ‘T

0 0
swap |br(l,r) swap br(l,r)
| |
swap swap
| N
br(l,r) br(l,r)

K Rippling — Wavefront Directed to Mark Progress I \

e Definition + Axioms

rev( X =Y|) = ‘rev(Y) <> X unil ‘T
grev(| X = Y T, Z) = gqrev(Y, J')
X (Y <>2) i
X (Y <>2)| ML<>Z
x <> (Y<>zf)

b
I~
N
Vv
N
4

4

Eovhor »
XuY|=[Xuz] = v=-2
xx(y+z[) = ‘(X><Y)+(X><Z)‘T

e Proof VI : list(obj). rev(t) <> 1= qrev(t,l)
rev((h:t]) <> [l
(rev(t) <>hunil|) <> [l = qrev(

T
(rev(t) <>hunil|) <> [l] = grev(t,

—>I_>
Il
)
3
Q
I~
~
>
~
=

rev(t) <> { (h = mil

rev(t) <> \‘LJ = grev(t,

~

1l
<>LJ = grev(t,
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g
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X

o

br(swap, swap(R)

Rippling: Wave-rules Rewrite Multiple Invariants

=

T

swap

br(L, R)
e Proof step: swap(|
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Planning (cont.)
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A Rippling Calculus

then |f(s(a)7l_)) ‘T

T

— Replacement in skeleton as usual

— Replacement in wavefront requires erasure
on 5@

e Term Replacement Must Respect Annotation

f(a7

then

"
o Replacement effects substitution o = {a/X, /Y}

/X}

~ Match [ £(X,0)] with [£(s(0),0)] .

==
<
a
[
~
~
~
(=]
=
«
-
0
=
9]
3
0
a
-1
|

o New substitution requires new matching
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Termination Orders — Generalization.

e Multi-hole wave-fronts

LD}

— Reduce to simple annotation

{swap(‘ node(L, R) ‘T), swap(| node(L, R) || )}

— Measure are Multisets: {[0, 1], [0, 1]}

— Take multiset extension of >, eyica

e Inward wave-fronts: lex-order

(U]~ sC@]) as 11,00 >1er {01

e Inward & Outward

palin(m ,Acc) =

— Find measures relative to inward and outward

+

T,Acc) = | H :: palin(T, Acc)
i

palin(T, Acc) = palin(T7)

... lexicographically combine (OUT, IN)
([0, 1]}, {[0, 01}) > ({[1, 01}, {[0,1]})

~

)

David Basin
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Termination Orders .

e Measure Depth/Weight of annotation — consider
single hole/skeleton

[s(U)

e Example

e Weight function:pi: Term — Weight
[1,3] = [0,1]
e Progress: wave-fronts move upwards

— Reverse lexicographic order “>”

— Above example is a wave-rule

)

David Basin

—1a —
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N

Termination Orders (cont.)

=

>~

1 “a

o [a\] E/‘

—_ .Q,
} S

=

/\—4 —_~

o Z <

— -

sl

L]

e > is well-founded: lexicographic combinations and multi-set extensions
e > is monotonic: order defined via level-by-level mapping

e > is stable: Vars in wave-fronts have no effect

— Vars in skeleton in [ — r occur at same positions.

k e Conclude: rippling with > terminates

David Basin
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Rippling-in & Lemma Discovery I

Schematic Induction Hypothesis

e L

Schematic Induction Conclusion

T

We can fertilize RHS

T 4
e e e

Progress: two sides only differ in “?” and position!

Further Progress: Ripple in

T -
SR B ]

And cancel

] e +?‘i

Result is generalized to missing wave-rule
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Overview — Rippling and Proof Search

— Discovery based on “weak fertilization” + rippling-in
— generalize theorem to introduce accumulators

— create new wave-rules
— nested inductions

o Critics & Productive Use of Failure
— case analyses

e Rippling & Lemma Discovery

/
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Rippling-in & Lemma Discovery I

e Example: half(x + x) = x
e Definition for + and half

half(0) = half(s(0)) =0

half( 5(s(X)) | ) = s(halfix) [

o Proof

half(\ s(z) ‘T +‘ s(z)

half

half

half

e Further rippling in doesn’t help cancellation
z+ s(z) = s(z + x)
o Generalize to missing wave-rule

z+s(Y)=s(z+Y)

/

David Basin

MPI-1 Saarbriicken



~

"o[qea0ad ST 9)1IMAI 9} 0 PoyDe}je UOTHIPUOD Aue pue ¢'T

)aau

. nus x <> (f)0ed | < f

‘b9 ‘o[ni-onem SUTYOIRW ® puv 7'

(7 EN
(|75

69 ‘90URIINID0-dABM B SISIXd dIOYJ, ']

(reurpnyiduor) eaem :T suonIpuodeid poyjey e

= [11 <> r pu sy <> (3)aadl)

= Ml <>(

so[ni-oaem (Teurpnyiduoy) :uoryesydadg

spoyjow gurjddir uifjeds £Aq urdeq apn
'soyored s1s033ns pue seanjiej jooad sesAeue :013uL) —
*01908] © sey1oeds AJeAryeIR[Iep POy —
*So[NI ddueteyul Jo uorjedrjdde sjoxyuod 2100, —
Ayorerory Suruue[d JO UOISUL)XO [RINJRN e

SYUIS 9dNPOIUI 09 dzI[eIousd :ojdurexy —

soyred $)5033NS SUOTIPUOD JO oIN[Ie] e

Burddix jo spury jo uoryeoyeds OATIRIR[IOD UO Poaseq

y3inquipg jo - ‘pue[el] meipuy Aq pedoess(

sisATeuy oanjreq o0} yoroxddy orgur;

MPI-1 Saarbriicken

David Basin

MPI-1 Saarbriicken

David Basin

(| L. | 20 LA *2)8) |+
(K ‘x)b (X‘z)b
asTeAsuRIT, N /" Teurpnyiduor]

(141° [@p2 s 4

(K)o

UI9))R] [RIOUDY) :SO[ILI-OABAN

“6+2 “O[BUIS SI 9OUDLINIDO-9ARM POIII[AS 9y} PUR 7,
‘o[qreaoad ST 9)1IMAI 9} 0F POYDe}je UOTHIPUOD AUue pue ¢'g

69 ‘9JUDIINDIIO-OARM © S)SIXD I, TG
(9s10AsueI}) DARM g SUOIYIPUOIDId PO\ e

So[nI-oARM (9SI9ASURI)) :uOIIRIYIDAdG

MPI-1 Saarbriicken

David Basin

MPI-1 Saarbriicken

David Basin

14



e (@] (D001

‘b9 ‘o[ni-oaem Surypojqun
[e1usj0d ® 1SIX J0U SOOP 919Y7) 9IUDLINIIO-dARM PIJSOU JSOUW Ied 10 pue e
399Y2 0} UOI}IPUOD OU 0S €'
9[nI-oARM FUIYDIRW OU Nq g'T
:9s[ej aIe (g°7) pue (z'J) suoiyipuodeig
(@ @) s
{
69 ‘9dUQLINII0-0ABM © SISIX0 919U, ']

62 ‘sploy poyjew oaem oY) JO (7°]) UOIYIPUOIDIJ ®

(uoryenooeds ewrmuo]) sUOTIPUOIRId OTILI]

o K

4 )

papo[q papo[q

((TMaaa)ass <> ( | =y <> (asd ass = QEQQ??E

(([1Daaaaoa <> ([T upaoaaoa = (1w sty <> T <> Jaod oo
((ass)ass <> ([ uavaaoa = ([T <> 17 y pasa)asa
(([iDaaa)a0a <> (( [T2 4 )asayaoa = w4)ao

UOISN[OUOD UOIJONpU] e
((7)a94)a24 <> ((2)aat)ass = ((T <> 1)aa4)aa.l
(sputs st 7 ‘7 uo uorjonpur) siseyjodAy uordonpuy e

((naaa)ass <> ((2)aau)aas = ((] <> 12)aad)aas *(£q0)1s1) = 1 “IA

a[nua-aaem Jurssiw uorpdaoxy

_ 10— MPI-I Saarbriicken

David Basin

MPI-1 Saarbriicken

David Basin

SO[ILI-oARM TBTNI)OY e

()2 <= ne nu g <> X |)aad

SPOUR)SU] ](ISSOJ —

IR Ae nu X <> |)aod

has ﬁg :9[nI-0ABM 0ATIR[NODAG ®

)

(A'x (x)aad

(ryu00) uoryenOads o[nI-oARM YIIRJ

~

K

)aa.

e A%Eu A<>(X)o
‘b9 ‘o[ni-onem Surypojqun

[e1uejod e ISIX0 J0U SOOP 9I9Y7) 9OUDLINIIO-DARM PIJSOU JSOW [Iea 10 pUR e
J}09U2 0} UOI}IPUOD OU 0S ¢'T
9[NI-aaeM JuIydjRW OUu Ing g'1

:98RJ oIe (') pue (') suonipuodeld e

> Ae iy <> (2)aod |Jaad ="

"6+ ‘90UDIINID0-DABM B S)STX0 IO, T'T

62 ‘spjoy poyjow eAeMm Y[} JO (7°]) UOINPUOIDI] e

(uoryenoads euwrws]) suorjrpuodaid d1Y1I)

~

MPI-1 Saarbriicken David Basin - 12 — MPI-1 Saarbriicken

— 11—

David Basin

15



4 )

([t T, )6)f ([ TEDR0 )
((2)y =)b) [ (((2)y =)b) [
astaAsuel], N\ /" [eurpnjiduory

uoryenodedg vwwo| — WI9))ed [erausr) 0} uorpdedxy

((1asa)ass <> (()asu)aos = ((] <> 1)aa4)aad

= [T Jaag0a),0)

1

= | [ 0,05 ()0

Ef.;gv&

I
—
—

<> (e (@)

<> nﬁ pu oy <> (2)aad Jaow = Q puy <> (" )asd v;ms

Surddir earye[noads Yiim onurjuo) e

uorye[noads o[nI-oAeM UdIRJ

— 13 — MPI-1 Saarbriicken David Basin — 14 — MPI-1 Saarbriicken

David Basin

(Dyabuap)uoas < (pu <> g)juons

AF (((9)ygbuap)s)s )usas <> Ae (pu <> 1) = oy = Yy |)jusao

)juaa2

pexpo[q poxpo[q

( [ ((1)y2buap)s fusaa <« (| (jpu <> 1) =y |)jusaa

4

4

(|2::y

)d UO011se33ns uoronpur 1siiy e
4

(ryu00) uoronput pegseu :uorydedx

(Z)woas <=

(X)usas <«

| (K)yzbuap)s | <«

ISO[NI-OARA\ ®

(D)yr6uap)uaas +» (pu <> 7)juaaa *(£90)1s1] : IA

uoroNpur pajsou uorydeoxyy

— 15 — MPI-1 Saarbriicken David Basin — 16 — MPI-1 Saarbriicken

David Basin

16



{4
(L (A 2)8))19 s -
(| @)% | [ @0 o) - ( ([ [@o ) s
((| (@) [)6)
asTeAsuRIT, N /" Teurpnyiduor]
(1) [@)2 o)

(((K)y x)b)f

UOIONPUI PIISAU — UId}JRJ [BIUIY) 0} U0rdadxry|

()uoaz < (| (X)s)s uaaa

< ([(@0)suan

‘b9 ‘omni-oaem Sunyoo[qun Terjuejod
® SSIX0 919U} UDIYM 10} dDUILINIIO-DABM PIISIU ISOUWL B SISIXD IOY) PuR @
39912 0} UOI}IPUOD OU 0S &'T
a[nI-aAeM SUTYDYeW ou Inq g'T
:9s[ej oI® (g'7) pue (') suolypuodaid e
Ae ((1)y26ua))s Jusas <> -~
69 “9dUSLINID0-9ABM B SISIXO dIOY ], ']

62 ‘sploy potyew oaem oY) JO (7°]) UOIYIPUOIDIJ ®

(uoronput pejseu) suoryipuoded 2111

- 17 — MPI-1 Saarbriicken David Basin — 18 — MPI-1 Saarbriicken

David Basin

~

*9OUQIINIIO UIS OU g
"21 ‘as[e] SI (7)) uo1puodeIg e
*9[qeA0ad ST 9)1IMOI 9} 0F POYDE}}e UOIHIPUOD AUue pue ¢'g

f 7 5 X |‘X)aoub < ANJ X i X |)aaub

‘b9 ‘9[ni-onem SUTYO)RW ® puR 7'C

7: |)aaub ="

"6+ ‘90UDIINDO0-9ABM © S)STX0 IO, T'C

"0 ‘ploy poyjewr eaem 8y} Jo (§°g) pue (z'¢) ‘(1°¢) suonyipuodaid e

(uoryenoads yuis) suoryipuoseid d1911)

juts Suissiut

1y )aaub = L pu sy <> S;mL

iy |)aoub = Aﬁ 7y |)aad

UOISN[OUOD UOIJONPU] e

(jru‘)aaub = (7)aau
s1seyj0dAy uorjonpuy e

(prug)asub = (3)aaa ~(£qo)1s1] & IA

juts Suisstwt :uotjdedxsy

— 19 — MPI-1 Saarbriicken David Basin — 20 — MPI-1 Saarbriicken

David Basin

17



uorjenoads YUIs — UI9}yeJ [eIoULY) 0} uoridedxy

Patch: sink speculation

Vt, 1 : list(obg). F(rev(t),l) = qrev(t,G(l))

F(rev(t), L) = qrev(t,G(L))

e e
= = =S
-~ - -~ ~1
o Tl Tl A
= | [=
' g g M
z Sol=lE] L%
= 2 = = = ::
& g = |V |V
= SN SRS e
g g IR =
R SLEN 2 :
— ~ [}
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el o ~ ~ w m
= = £ E
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0 L
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e Generalized conjecture

Vt, 1 : list(obg). rev(t) <> 1 = qrev(t,l)
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Rippling in IC

e Rippling directly applicable to simplification
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Difference Identification = Difference Uniﬁcation.

¢ Homeomorphic Embedding — s > ¢ if s = ¢
f(@r, .

7$n) — T

— Example f(s(z)) > f(z), rewriting first subterm

o Idea generalizes — “difference unification”
unif(f(X,a), f(s(z),a)) = {a/X}
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Abstract

We show how logical frameworks can provide a basis for logic program synthesis. With
them, we may use first-order logic as a foundation to formalize and derive rules that
constitute program development calculi. Derived rules may be in turn applied to
synthesize logic programs using higher-order resolution during proof that programs
meet their specifications. We illustrate this using Paulson’s Isabelle system to derive
and use a simple synthesis calculus based on equivalence preserving transformations.
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1 Introduction

Background

In 1969 Dana Scott developed his Logic for Computable Functions and with it a model of functional
program computation. Motivated by this model, Robin Milner developed the theorem prover LCF whose
logic PPX used Scott’s theory to reason about program correctness. The LCF project [13] established a
paradigm of formalizing a programming logic on a machine and using it to formalize different theories of
functional programs (e.g., strict and lazy evaluation) and their correctness; although the programming logic
was simple, within it complex theories could be developed and applied to functional program verification.

This paradigm can be characterized as formal development from foundations. Type theory and higher-
order logic have been also used in this role. A recent example is the work of Paulson with ZF set theory.
Although this theory appears primitive, Paulson used it to develop a theory of functions using progressively
more powerful derived rules [24].

Most work in formalized program development starts at a higher level; foundations are part of an
informal and usually unstated meta-theory. Consider, for example, transformation rules like Burstall and
Darlington’s well known fold-unfold rules [7]. Their rules are applied to manipulate formulas and derive
new ones; afterwards some collection of the derived formulas defines the new program. The relationship of
the new formulas to the old ones, and indeed which constitute the new program is part of their informal
(not machine formalized) metatheory. So is the correctness of their rules (see [18, 8]). In logic programming
the situation is similar; for example, [30, 29] and others have analyzed conditions required for fold-unfold
style transformations to preserve equivalence of logic programs and indeed what “equivalence” means.

Development from Foundations in Logic Programming

We propose that, analogous to LCF, we may begin with a programming logic and derive within it a program
development calculus. Derived rules can be applied to statements about program correctness formalized in
the logic and thereby verify or synthesize logic programs. Logic programming is a particularly appropriate
domain to formalize such development because under the declarative interpretation of logic programs as
formulas, programs are formalizable within a fragment of first-order logic and are therefore amenable to
manipulation in proof systems that contain this fragment. Indeed, there have been many investigations
of using first-order logic to specify and derive correct logic programs [9, 10, 11, 17, 19]. But this work,
like that of Burstall and Darlington, starts with the calculus rather than the foundations. For example in
[17] formulas are manipulated using various simplification rules and at the end a collection of the resulting
formulas constitutes the program. The validity of the rules and the relationship of the final set of formulas
(which comprise the program) to the specification is again part of the informal meta-theory.

Our main contribution is to demonstrate that without significant extra work much of the informal
metatheory can be formalized; we can build calculi from foundations and carry out proofs where our notion
of correctness is more explicit. However, to do this, a problem must be overcome: first-order logic is too
weak to directly formalize and derive proof rules. Consider for example, trying to state that in first-order
logic we may replace any formula Vz.A by =3z.—A. We might wish to formulate this as Vz.A — —3z.—-A.
While this is provable for any instance A, such a generalized statement cannot be made in first-order logic
itself; some kind of second-order quantification is required.! In particular, to formalize proof rules of a
logic, one must express rules that (in the terminology of [15]) are schematic and hypothetical. The former
means that rules may contain variables ranging over formula. The latter means that one may represent

I First-order logic is too weak, but it is possible to formalize powerful enough first-order theories to express such rules by
axiomatizing syntax, e.g., [32, 3, 23]. However, such approaches require some kind of reflection facility to establish a link
between the formalized meta-theory and the desired theory where such rules are used. See [4] for a further discussion of this.
Moreover, under such an approach unification cannot be used to identify program verification and synthesis.
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logical consequence; in the above example consequence has been essentially internalized by implication in
the object language.

Rather than moving to a more powerful logic like higher-order logic, we show that one can formalize
program development using weak logics embedded in logical frameworks such as Paulson’s Isabelle system
[25] or Pfenning’s ELF [28]. In our work, a programming logic (also called the object logic) is encoded
in the logic of the logical framework (the meta-logic). For example, the meta-logic of Isabelle, which we
use, is fragment of higher-order logic containing implication (to formalize hypothetical rules) and universal
quantification (to formalize schematic rules). Within this meta-logic we formalize a theory of relevant
data-types like lists and use this to specify our notion of program correctness and derive rules for building
correct programs. Moreover, Isabelle manipulates rules using higher-order unification and we use this to
build programs during proof where meta-variables are incrementally instantiated with logic programs.

We illustrate this development paradigm by working through a particular example in detail. Within
an Isabelle theory of first-order logic we formulate and derive a calculus for reasoning about equivalences
between specifications and representations of logic programs in first-order logic. The derived calculus can
be seen as a formal development of a logic for program development proposed in Wiggins (see Section 3.4).
After derivation, we apply these rules using higher-order unification to verify that logic programs meet
their specifications; the logic programs are given by meta-variables and each unification step during proof
incrementally instantiates them.

Our experience indicates that this development is quite manageable. Isabelle comes with well-developed
tactic support for rewriting and simplification. As a result, our derivation of rules was mostly trivial
and involved no more than typing them in and invoking the appropriate first-order simplification tactics.
Moreover, proof construction with these rules was partially automated by the use of Isabelle’s standard
normalization and simplification procedures. We illustrate this by developing a program for list subset.

2 Background to Isabelle

What follows is a brief overview of Isabelle [25; 26, 27] as is necessary for what follows. Isabelle is an
interactive theorem prover developed by Larry Paulson. It is a logical framework: its logic serves as a meta-
logic in which object logics (e.g., first-order logic, set theory, etc.) are encoded. Proofs are interactively
constructed by applying proof rules using higher-order resolution. Proof construction may be automated
using tactics which are ML programs in the tradition of LCF that construct proofs.

Isabelle provides a fine basis for our work. Since it is a logical framework, we may encode in it the ap-
propriate object logic, first-order logic (although we indicate in Section 5 other possible choices). Isabelle’s
metalogic is based on the implicational fragment of higher-order logic where implication is represented by
“==>” and universal quantification by “!!”; hence we can formalize and derive proof rules which are both
hypothetical and schematic. Rules, primitive and derived, may be applied with higher-order unification
during higher-order resolution; unification permits meta-variables to occur both in rules and proofs. We
use this to build logic programs by theorem proving where the program is originally left unspecified as a
higher-order meta-variable and is filled in incrementally during the resolution steps; the use of resolution
is similar to the use of “middle out reasoning” to build logic programs as demonstrated in [20, 21].

Isabelle manipulates objects of the form? [IF1; ...; Fnl] ==> F. A proof proceeds by applying rules to
such formulas which result in zero or more subgoals, possibly with different assumptions. When there are
no subgoals, the proof is complete. Although Isabelle proof rules are formalized natural deduction style,
the above implication can be read as an intuitionistic sequent where the Fi are the hypotheses. Isabelle
has resolution tactics which apply rules in a way the maintains this illusion of working with sequents.

2We shall use typewriter font to display concrete Isabelle syntax.
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3 Encoding A Simple Equivalence Calculus

We give a simple calculus for reasoning about equivalence between logic programs and their specifications.
Although simple, it illustrates the flavor of calculus and program development we propose.

3.1 Base Logic

We base our work on standard theories that come with the Isabelle distribution. We begin by selecting
a theory of constructive first-order predicate calculus and augment this with a theory of lists to allow
program development over this data-type (See IFOL and List in [27]). The list theory, for example,
extends Isabelle’s first-order logic with constants for the empty list “[]”, cons “.”, and standard axioms
like structural induction over lists. In addition, we have extended this theory with two constants called wfp
(well-formed program) and pef with the property that wep(P) = pez(p) = p for all formulas p; their role will
be clarified later.

The choice of lists was arbitrary; to develop programs over numbers, trees, etc. we would employ
axiomatizations of these other data-types. Moreover, the choice of a constructive logic was also arbitrary.
Classical logic suffices too as the proof rules we derive are clearly valid after addition of the law of excluded
middle. This point is worth emphasizing: higher-order unification, not any feature of constructivity, is
responsible for building programs from proofs in our setting.

In this theory, we reason about the equivalence between programs and specifications. “Equivalence”
needs clarification since even for logic programs without impure features there are rival notions of equiv-
alence. The differences though (see [22, 5]) are not so relevant in illustrating our suggested methodology
(they manifest themselves through different formalized theories). The notion of equivalence we use is
equivalence between the specification and a logic program represented as a pure logic program in the above
theory. Pure logic programs themselves are equivalences between a universally quantified atom and a for-
mula in a restricted subset of first-order logic (see [6] for details); they are similar to the logic descriptions
of [12].

For example, the following is a pure logic program for list membership (where cons is “.”).3
Vey.ple,y) & (2 =[] A False) V (3vg v1.2 = vo.v1 A (y = vo V p(v1,¥))) (1)

Such programs can be translated to Horn clauses or run directly in a language like Godel [16].

3.2 Problem Specification

As our notion of correctness is equivalence between programs and specifications, our proofs begin with
formulas of the form VZ.(spec(Z) ¢ F(7)). The variables in 7 represent parameters to both the specification
spec and the logic program FE; we do not distinguish input from output. spec is a first-order specification
and F is either a concrete (particular) pure logic program or a schematic (meta) variable standing in for
such a program. If F is a concrete formula then a proof of this equivalence constitutes a verification proof
as we are showing that F is equivalent to its specification. If E is a second-order meta-variable then a
proof of this equivalence that instantiates E serves as a synthesis proof as it builds a program that meets
the spec. If spec is already executable we might consider such a proof to be a transformation proof.

An example we develop in this report is synthesizing a program that given two lists [ and m is true
when [ is a subset of m. This example has been proposed by others, e.g., [17, 33]. Slipping into Isabelle
syntax we specify it as

ALL 1 m. (ALL z. In(z,1) --> In(z,m)) <-> ?E(1,m).

W

3Unfortunately, is overloaded and also is used in the syntax of quantifiers; e.g., Yz y.¢ which abbreviates Vo .Vy.¢.
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Note that aLL, --> and <-> represent first-order universal quantification, implication, and equivalence, and
are declared in the definition of first-order logic. The “2” symbol indicates metavariables in Isabelle. Note
that 7 is a function of the input lists 1 and m but z is only part of the specification. Higher-order unification,
which we use to build an instance for ?E will ensure that it is only a function of 1 and m.

3.3 Rules

We give natural deduction rules where the conclusion explains how to construct 7E from proofs of the
subgoals. These rules form a simple calculus for reasoning about equivalences and can be seen as a
reconstruction of those of the Whelk system (see Section 3.4). Of course, since 4 <-> & is valid, the synthesis
specification for subset can be immediately proven by instantiating ?E with the specification on the left
hand side of the equivalence. While this would lead to a valid proof, it is uninteresting as the specification
does not suggest an algorithm for computing the subset relation. To make our calculus interesting, we
propose rules that manipulate equivalences with restricted right-hand sides where the right hand side can
be directly executed.

Specifically, we propose rules that admit as right hand sides formulas like the body of the membership
predicate given above, but exclude formula like ALL z. In(z,1) --> In(z,m). To do this we define inductively
the set of such admissible formulas. They are built from a collection of (computable) base-relations and
operators for combining these that lead to computable algorithms provided their arguments are computable.
In particular, our base relations are the relations True, False, equality and inequality. Our operators will be
the propositional connectives and existential quantification restricted to a use like that in the membership
example, i.e., of the form Fvgvi.x = wvo.v1 A P where P is admissible. This limited use of existential
quantification is necessary for constructing recursive programs in our setting; it can be trivially compiled
out in the translation to Horn clauses.

Note that to be strictly true to our “foundations” paradigm, we would specify the syntax of such well-
formed logic programs in our theory (which we could do by recursively defining a unary well-formedness
predicate that captures the above restrictions). However, to simplify matters we capture it by only deriving
rules for manipulating these equivalences where the right-hand sides meet these restrictions. To ensure
that only these rules are used to prove equivalences we will resort to a simple trick. Namely, we wrap all
the right hand sides of equivalences in our rule, and in the starting specification with the constructor wep.
E.g., our starting goal for the subset proof would really be

ALL 1 m. (ALL z. In(z,1) --> In(z,m)) <-> WEp(?E(1,m))).

As wip was defined to be the identity (i.e., wtp(P) equals P) it does not effect the validity of any of the rules.
It does, however, affect their applicability. That is, after rule derivation we remove the definition of wfp
from our theory so the only way we can prove the above is by using rules that manipulate equivalences
whose right hand side is also labeled by wfp. In particular, we won’t be able to prove

ALL 1 m. (ALL z. In(z,1) --> In(z,m)) <-> Wfp(ALL z. In(z,1) --> In(z,m)).

Basic Rules

Figure 1 contains a collection of typical derived rules about equivalences. Many of the rules serve simply
to copy structure from the specification to the program. These are trivially derivable, for example

A& Wip(ExtA) B+ Wip(ExtB)
AANB & Wip(ExtA A ExtB)

Translating this into Isabelle we have

[l & <-> WEp(Exth); B <-> WEp(ExtB) |[] ==> A & B <-> Wip(ExtA & ExtB).
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RA11I: []| !''x. A(x) <-> Wfp(Ext) [] ==> (ALL x.A(x)) <-> Wfp(Ext)

RAndI: [| A <-> Wfp(ExtA); B <-> Wfp(ExtB) |] ==> A & B <-> Wfp(ExtA & ExtB)

ROrI: [l A <-> Wfp(ExtA); B <-> Wfp(ExtB) |] ==> A | B <-> Wfp(ExtA | ExtB)

RImpI: [| A <-> WEp(ExtA); B <-> Wfp(ExtB) |1 ==> (A --> B) <-> (Wfp(ExtA --> ExtB))

RTrue: [| A [] ==> A <-> Wfp(True)

RFalse: [| "A |] ==> A <-> Wfp(False)

RALLE: [| ALL x.A(x) <-> Wfp(Ext(x)) |] ==> A(x) <-> Wep(Ext(x))

ROrE: [l A ==> (C <-> Wfp(ExtA)); B ==> (C <-> Wfp(ExtB)); A | B |] ==> C <-> Wfp(ExtA | ExtB)

EqInstance: A = B <-> Wfp(A = B)
Figure 1: Examples of Basic Rules

This rule is derivable (recall that wep(P) = P) in one step with Isabelle’s simplification tactic for intuitionistic
logic, so it is a valid rule. The rule allows us essentially to decompose synthesizing logic programs for a
conjunction into synthesizing programs for the individual parts. Note that this rule is initially postulated
with free variables like & and Exta which are treated as constants during proof of the rule; this prevents their
premature instantiation, which would lead to a proof of something more specialized. When the proof is
completed, these variables are replaced by metavariables, so the rule may be later applied using unification.

There are two subtleties in the calculus we propose: parameter variables and induction rules. These
are explained below.

Predicate Parameters

Recall that problems are equivalences between specifications and higher-order meta-variables applied to
parameters, e.g., 1 and m in the subset specification. We would like our derived rules to be applicable
independent of the number of parameters involved. Fortunately, these do not need to be mentioned in
the rules themselves (with one exception noted shortly) as Isabelle’s higher-order unification properly
propagates these parameters to subgoals. This is explained below.

Isabelle automatically lifts rules during higher-order resolution (see [25, 26]); this is a sound way of
dynamically matching types of meta-variables during unification by applying them to new universally
quantified parameters when necessary. This idea is best explained by an example. Consider applying the
above conjunction rule to the following (made-up) goal.

ALL 1 m. ((ALL z. In(z,1)) & (Exists z. “In(z,m))) <-> Wfp(?E(l,m)))

In our theory, we begin proving goals by “setting up a context” where initial universally quantified variables
become eigenvariables.* Applying V-1 (V-intro of first-order logic) twice yields the following.

"' 1 m. ((ALL z. In(z,1)) & (Exists z. "“In(z,m))) <-> Wfp(?E(1l,m)))

Now if we try to apply the above derived rule for conjunction, Isabelle will automatically lift this rule to

4By eigenvariables, we mean variables universally quantified outermost in the context. Recall universal quantification is

the operator “!!” in Isabelle’s meta-logic. See [26] for more details.
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"' 1m. [| ?4(1,m) <-> Extract(?ExtA(1l,m)); ?B(l,m) <-> Extract(?ExtB(1,m)) [] ==>
7A(1,m) & ?B(1,m) <-> Extract(7ExtA(1,m) & ?ExtB(1,m)),

which now resolves (by unifying the conclusion) with 7a(1,m) = 4LL z. In(z,1), ?B(1,m) = Exists z. “In(z,m),
and the program is instantiated with ?E(1,m) = ?ExtA(1,m) & ?ExtB(1,m). As the proof proceeds 7Exta and
7ExtB are further instantiated.

Recursive Definitions

Our calculus so far is trivial; it copies structure from specifications into programs. One nontrivial way of
transforming specifications is to admit proofs about equivalence by induction over the recursively defined
data-types. But this introduces a problem of how predicates recursively call themselves.

We solve this by proving theorems in a context and proof by induction can extend this context with
new predicate definitions.® In particular, the context will contain not only axioms for defined function
symbols (e.g., like 1n in the subset example) but it also contains a meta-variable (“wrapped” by pef) that
is instantiated during induction with new predicate definitions.

Back to the subset example; our starting goal actually includes a context which defines the axioms for
in and includes a variable 7 which expands to a definition or series of definitions. These will be called
from the program that instantiates 7E.

[l ALL x. “In(x,[]1); ALL x h t. In(x,h.t) <-> x = h | In(x,t) |]
==> Def(7H) --> (ALL 1 m. (ALL z. In(z,1) --> In(z,m)) <-> WEp(?E(1l,m)))

The wrapper petf (recall this, like wp is the identity) also serves to restrict unification; in particular, only
the induction rule which creates a schematic pure logic program can instantiate Def(?H).

Definitions are set up during induction. Consider the following rule corresponding to structural in-
duction over lists. This rule builds a schematic program p(x,y) contained in the first assumption. The
second and third assumption correspond to the base case and step case of a proof by induction showing
that this definition is equivalent to the specification formula a(x,y). This rule is derived in our theory by
list induction.

[l Def(ALL x y. P(x,y) <-> (x = [1 & EA(y)) | (EX vO vi. x = vO.vl & EB(vO,vi,y)));
ALL y. AC[1,y) <-> WEp(EA(y));
'tm. ALL y. A(m,y) <-> Wfp(P(m,y)) ==> ALL h y. A(h.m,y) <-> Wfp(EB(h,m,y)) |]
==> A(x,y) <-> WEp(P(x,y))

Asin [2] we have written a tactic that applies induction rules. Resolution with this rule yields three subgoals
(corresponding to the three assumptions above) but the first is discharged by unifying against a pef(zm) in
the context which sets up a recursive definition. This is precisely the role that pef(zH) serves. Actually, to
allow for multiple recursive definitions, the induction tactic first duplicates the pef(7m® before resolving
with the induction rule. Also, it thins out (weakens) the instantiated definition in the two remaining
subgoals.

There is an additional subtlety in the induction rule which concerns parameter arguments. Other
rules did not take additional parameters but this is the exception; P takes two arguments even though the
induction is on only one of them. This is necessary as the rule must establish (in the first assumption) a
definition for a predicate with a fixed number of universally quantified parameters and the number of these

5The ability to postulate new predicate definitions can, of course, lead to inconsistency. We lack space here for details,
but it is not hard to prove under our approach that defined predicates are defined by well-founded recursion and may be
consistently added as assumptions.

6 This follows as Def (?H) equals ?H and if we have an hypothesis ?H then we can instantiate it with 7H1 & ?H2. Instantiation
is performed by unification with &-elimination and results in the two new assumptions 7H1 and 7H2 which are rewrapped with
Def. This “engineering with logic” is accomplished by resolving with a derived rule that performs these manipulations.
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cannot be predicted at the time of the induction. Our solution to this problem is ad hoc; we derive in
Isabelle a separate induction rule for each number of arguments needed in practice (two are needed for the
predicates synthesized in the subset example). Less ad hoc, but more complex, solutions are also possible.

3.4 Relationship to Other Calculi

The derived calculus, although very simple, is motivated by and is similar to the Whelk Calculus developed
by Wiggins in [33]. There Whelk is presented as a new kind of logic where specifications are manipulated
in a special kind of “tagged” formal system. A tagged formula A is of the form [A] p(z)c¢. Both formulas
and sequents are tagged and the tag subscript represents part of a pure logic program. The Whelk logic
manipulates these tags so that the tagged (subscripted) program should satisfy two properties. First, the
tagged program should be logically equivalent to formula it tags in the appropriate first-order theory. To
achieve this the proof rules state how to build programs for a given goal from programs corresponding to
the subgoals. Second, the tagged program should be decidable, which means as a program it terminates in
all-ground mode. One other feature of Whelk is that a proof may begin with a subformula of the starting
goal labeled by a special operator d. At the end of the proof the Whelk system extracts the tagged program
labeling this goal; hence Whelk may be used to synthesize logic programs.

The rules I give can be seen as a reinterpretation of the rules of Whelk where tagged formulas are
formulated directly as equivalences between specifications and program schemas (for full details see [1]);
hence, seen in this light, the Whelk rules constitute a simple calculus for manipulating equivalences. For
example, the Whelk rule for reasoning about conjunctions is

L FoAlpeos [ FOBlre)wy
[[7 l_a(A/\B)]]P(E)<—>¢/\¢

and can be straightforwardly translated into the rule RAndI given in Section 3.3 (¢ and ¢ play the role of
ExtA and ExtB and P and its parameters £ are omitted.) Our derivation of many of these rules provides
a formal verification that they are correctness preserving with respect to the above mentioned equivalence
criteria. Interestingly, not all of the Whelk rules given could be derived; the reinterpretation led to rules
which were not derivable (counter models could be given) and hence helped uncover mistakes in the original
Whelk calculus (see [1]). This confirms that just as it is useful to have machine checked proofs of program
correctness, it is also important to certify calculi formally.

IN

4 Program Development

We now illustrate how the derived rules can be applied to program synthesis. Our example is synthesizing
the subset predicate (over lists). We choose this as it is a standard example from the literature. In
particular, our proof is almost identical to one given in [33].

Our proof requires 15 steps and is given in Figure 2 with comments. Here we replay Isabelle’s response
to these proof steps, i.e., the instantiated top-level goal and subgoals generated after each step. The output
is taken directly from an Isabelle session except, to save space, we have combined a couple of steps, “pretty
printed” formulas, and abbreviated variable names.

The proof begins by giving Isabelle the subset specification. Isabelle prints back the goal to be proved
(at the top) and the subgoals necessary to establish it. As the proof proceeds, the theorem we are proving
becomes specialized as 7H is incrementally instantiated with a program. We have also given the names
inbase and instep to the context assumptions that define the membership predicate in.

Def(?H) --> (ALL 1 m. (ALL z. In(z, 1) --> In(z, m)) <-> Wfp(?E(1, m)))

1. Def(?H) --> (ALL 1 m. (ALL z. In(z, 1) --> In(z, m)) <-> WEp(?E(1, m)))
val inbase = "ALL x. ~ In(x, [1)"

"ALL x h t. In(x, h . t) <> x = h | In(x, t)"

val instep
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val [inbase,instep] = goal thy

" [l ALL x. "In(x,[1); \

\ ALL x h t. In(x,h.t) <-> x = h | In(x,t) |1 \

\ ==> Def(?7H) --> (ALL 1 m. (ALL z. In(z,1) --> In(z,m)) <-> Wip(?E(1,m)))";

(* After performing forall introductions, perform induction *)
by SetUpContext;
by (IndTac WListInduct2 [("x","1"),("y","m")] 1);

(* Base Case *)

br RAI1I 1;

br RTrue 1;

by (cut_fast_tac [inbase] 1);

(* Step Case *)
by (SIMP_TAC (list_ss addrews [instep,AndImp,A11And,Al11EqImp]) 1);
br RAndT 1;

(* Prove 2nd case with induction hypothesis! #*)
by (etac allE 2 THEN assume_tac 2);

(* First Case --- Do an induction on y to synthesize member(h,y) *)
by (IndTac WListInduct2 [(“x","y"),("y","h")] 1);
br RFalse 1; (* Induction Base Case *)

by (SIMP_TAC (list_ss addrews [inbase]) 1);

by (SIMP_TAC (list_ss addrews [instep]) 1); (* Induction Step Case *)
br ROrI 1;

br EqInstance 1;

by (etac allE 1 THEN assume_tac 1); (* Apply induction hypothesis *)

Figure 2: Isabelle Proof Script for Subset Proof

The first proof step, invoked by the tactic setUpContext, moves the definition variable 7m into the as-
sumption context and, as discussed in the previous section, promotes universally quantified variables to
eigenvariables so our rules may be used via lifting.

Def(?H) --> (ALL 1 m. (ALL z. In(z, 1) --> In(z, m)) <-> Wfp(?E(1, m)))
1. 1'1 m. Def(?H) ==> (ALL z. In(z, 1) --> In(z, m)) <-> Wfp(?E(1l, m))

Next, we invoke our induction tactic that applies the derived list induction rule, specifying induction
on 1. The execution of the tactic instantiates our schematic definition 7a with the first schematic definition
7p and a placeholder 7q for further instantiation. Note too that ?E has been instantiated to this schematic
program ?p.

Def((ALL x y. 7P(x, y) <-> x = [1 & ?EA10(y) | (EX vO vi. x = vO . vl & 7EB11(vO, vi, y))) &
) -->
(ALL 1 m. (ALL z. In(z, 1) --> In(z, m)) <-> Wip(?P(1, m)))
1. "'l m y. Def(?Q) ==> (ALL z. In(z, [1) --> In(z, y)) <-> WEp(7EA10(y))
2. '""1mmahy.
[| Def(?Q); ALL y. (ALL z. In(z, ma) --> In(z, y)) <-> Wfp(?P(ma, y)) |] ==
(ALL z. In(z, h . ma) --> In(z, y)) <-> WEp(?EB11i(h, ma, y))

We now prove the first case, which is the base-case (and omit printing the step case in the next two
steps — Isabelle maintains a goal stack). First we apply ra111 which promotes the V-quantified variable
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z to an eigenvariable. The new subgoal becomes (as this step does not instantiate the theorem we are
proving, we omit redisplaying it) the following.

1. "1 m y z. Def(?Q) ==> (In(z, [1) --> In(z, y)) <-> Wip(TEA10(y))

Next we apply RTrue which states if ?Ea10(y) is True, the above is provable provided In(z, [1) --> In(z, y)
is provable. This reduces the goal to one of ordinary logic (without wep) as it instantiates the base case
with the proposition True.

Def((ALL x y. ?P(x, y) <> x = [] & True | (EX vO vl. x = vO . vl & 7EB11(v0, v1, y¥))) &
Q) -->
(ALL 1 m. (ALL z. In(z, 1) --> In(z, m)) <-> Wfp(?P(1, m)))
1. "'l my z. Def(?Q) ==> In(z, [1) --> In(z, y)

Finally we complete this step by applying Isabelle’s predicate-calculus simplification routines augmented
with base case of the definition for 1n. Tsabelle leaves us with the following step case (which is now the top
goal on the stack and hence numbered 1).

1. "1 mmahy.
[l Def(7Q); ALL y. (ALL z. In(z, ma) --> In(z, y)) <-> Wfp(?P(ma, y)) |] ==>
(ALL z. In(z, h . ma) --> In(z, y)) <-> Wfp(?EB11(h, ma, y))

We now normalize this goal by applying the tactic

SIMP_TAC (list_ss addrews [instep,AndImp,Al1And,Al11EqImp]) 1

This calls Isabelle’s simplification tactic which applies basic simplifications for the theory of lists, 1ist_ss,
augmented with the recursive case of the definition for In and the following lemmas AndTmp, 4114nd and
Al1EqImp.

(A B-->C) <> (4-->C) & (B-->0)
ALL v. A(v) & B(¥)) <-> (ALL v.A(v)) & (ALL v.B(v))
(ALL v. v = w -=> A(v)) <-> A(w)

Each of these had been previously (automatically!) proven with Isabelle’s predicate calculus simplifier.
This normalization step simplifies our subgoal to the following.

1. "1 mmahy.
[l Def(7Q); ALL y. (ALL z. In(z, ma) --> In(z, y)) <-> Wfp(?P(ma, y)) |] ==>
In(h, y) & (ALL v. In(v, ma) --> In(v, y)) <-> Wfp(?EB11(h, ma, y))

We decompose the conjunction with RandI, which yields two subgoals.

Def((ALL x y. ?P(x, y) <> x = [] & True | (EX vO vl. x = vO . vl & 7EA21(v1l, vO, y) & ?7EB22(v1, vO, y))) &
Q) -->
(ALL 1 m. (ALL z. In(z, 1) --> In(z, m)) <-> Wfp(?P(1, m)))
1. "1 mmahy.
[l Def(?Q); ALL y. (ALL z. In(z, ma) --> In(z, y)) <-> Wfp(?P(ma, y)) [] ==>
In(h, y) <-> WEp(?EA21(ma, h, y))
2. '""1mmahy.
[l Def(?Q); ALL y. (ALL z. In(z, ma) --> In(z, y)) <-> Wfp(?P(ma, y)) [] ==>
(ALL v. In(v, ma) --> In(v, y)) <-> Wfp(?EB22(ma, h, y))

We immediately solve the second subgoal by resolving with the induction hypothesis. l.e., after V-E
we unify the conclusion with the induction hypothesis using Isabelle’s assumption tactic. This instantiates
the program we are building by replacing 7EB22 with a recursive call to #p as follows.
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Def((ALL x y. ?P(x, y) <> x = [] & True | (EX vO vl. x = vO . vl & ?7EA21(v1, vO, y) & ?P(v1, ¥))) & 7Q) -->
(ALL 1 m. (ALL z. In(z, 1) --> In(z, m)) <-> Wfp(?P(1, m)))

Returning to the first goal (to build a program for 7Ea21), we perform another induction; the base case
is proved as in the first induction except rather than introducing True with RTrue we introduce False with
RFalse and solve the remaining goal by simplification. This leaves us with the step case.

Def((ALL x y. 7?P(x, y) <> x = [] & True | (EX vO v1l. x = vO . vl & ?Pa(v0, y) & ?P(v1, y))) &
(ALL x y. ?Pa(y, x) <-> x = [] & False | (EX vO vl. x = vO . vl & 7EB32(v0, vi, y))) &
7Q27) -->

(ALL 1 m. (ALL z. In(z, 1) --> In(z, m)) <-> Wfp(?P(1, m)))

1. !l m ma h y mb ha ya.
[I ALL y. (ALL z. In(z, ma) --> In(z, y)) <-> WEp(?P(ma, y));
Def(?Q27); ALL y. In(y, mb) <-> Wfp(?Pa(y, mb)) |] ==>
In(ya, ha . mb) <-> Wfp(?EB32(ha, mb, ya))

As before, we normalize this subgoal with Isabelle’s standard simplifier.

1. !l m ma h y mb ha ya.
[I ALL y. (ALL z. In(z, ma) --> In(z, y)) <-> WEp(?P(ma, y));
Def(?Q27); ALL y. In(y, mb) <-> Wfp(?Pa(y, mb)) |] ==>
ya = ha | In(ya, mb) <-> Wfp(?EB32(ha, mb, ya))

Applying rorI unifies ?EB32(v0, vi, y) with ?EA40(v1, vO, y) | 7EB41(vi,v0, y) and yields a subgoal for
each disjunct.

1. !l m ma h y mb ha ya.
[I ALL y. (ALL z. In(z, ma) --> In(z, y)) <-> WEp(?P(ma, y));
Def(?Q27); ALL y. In(y, mb) <-> Wfp(?Pa(y, mb)) |] ==>
ya = ha <-> Wfp(?EA40(mb, ha, ya))
2. '"l mmah y mb ha ya.
[I ALL y. (ALL z. In(z, ma) --> In(z, y)) <-> WEp(?P(ma, y));
Def(?Q27); ALL y. In(y, mb) <-> Wfp(7Paly, mb)) |] ==>
In(ya, mb) <-> Wfp(?EB41(mb, ha, ya))

In the first we apply EqInstance which instantiates 7Ea40(vi, vo, y) with y = vo. This completes the first
goal leaving only the following.

Def((ALL x y.
?P(x, y) <-> x = [] & True | (EX vO vl. x = vO . vl & 7Pa(v0, y) & ?P(v1, y))) &

(ALL x y. ?Pa(y, x) <-> x = [] & False | (EX vO vl. x = vO . vl & (y = vO | ?EB41(v1, vO0, y)))) &
7Q27) -->
(ALL 1 m. (ALL z. In(z, 1) --> In(z, m)) <-> Wfp(?P(1, m)))
1. !l m ma h y mb ha ya.
[I ALL y. (ALL z. In(z, ma) --> In(z, y)) <-> WEp(?P(ma, y));
Def(?Q27); ALL y. In(y, mb) <-> Wfp(?Pa(y, mb)) |] ==>
In(ya, mb) <-> Wfp(?EB41(mb, ha, ya))

We complete the proof by resolving with the induction hypothesis. Isabelle prints back the following
proven formula with no remaining subgoals.

[l ALL x. = ?In(x, [1);
ALL x h t. ?In(x, h . t) <> x = h | ?In(x, t) |] ==>
Def((ALL x y. ?P(x, y) <> x = [] & True | (EX vO vl. x = vO . vl & ?Pa(y, vO) & ?P(v1, y))) &
(ALL x y. ?Pa(x, y) <-> x = [] & False | (EX vO vi. x = v0 . vl & (y = vO | ?Pa(vl, y¥)))) &
Q) -->
(ALL 1 m. (ALL z. ?In(z, 1) --> ?In(z, m)) <-> WEp(7P(1, m)))
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Note that the context remains open (7q) as we might have needed to derive additional predicates. Also
observe that Isabelle never forced us to give the predicates built (7P and 7pa) concrete names; these were
picked automatically during resolution when variables were renamed apart by the system.

The constructed program can be simplified and translated into a Godel program similar to the one in
[33]. Alternatively it can be directly translated into the following Prolog program.

p([1,V. pa([l,Y) ;- false.
pC(IVOIVL1,Y) :- pa(Y,v0), p(Vi,Y). pa([VO|V1],v0).
paC(lVo|V1]1,Y) :- pa(V1i,Y).

5 Conclusion, Comparisons, and Future Work

The ideas presented here have applicability, of course, outside logic programming and Isabelle can be used
to derive other calculi for verification and synthesis. [2, 4] describes other applications of this methodology.
But logic programming seems an especially apt domain for such development due to the close relationship
between the specification and programming language.

Other authors have argued that first-order logic is the proper foundation for reasoning about and
transforming logic programs (e.g., [11, 9]). But there are benefits to using even richer logics to manipulate
first-order, and possibly higher-order, specifications. For example, in this paper we used a recursion schema
corresponding to structural induction over lists. But synthesizing logic programs with more complicated
kinds of recursion (e.g., quick sort) requires general well-founded induction. But providing a theory where
the user can provide his own well-founded relations necessitates formalizing well-foundedness which in turn
requires quantifying over sets or predicates and, outside of set-theory, this is generally second-order. We
are currently exploring synthesis based on well-founded induction in higher-order logic.

Another research direction is exploring other notions of equivalence. Our calculus has employed a very
simple notion based on provability in a theory with induction principles over recursive data-types. There
are other notions of equivalence and ways of proving equivalence that could be formalized of course. Of
particular interest is exploring schematic calculi like that proposed by Waldau [31]. Waldau presents a
calculus for proving the correctness of transformation schemata using intuitionistic first-order logic. In
particular he showed how one can prove the correctness of fold-unfold transformations and schemata like
those which replace recursion by tail recursion. The spirit of this work is similar to our own: transformation
schemata should be proven correct using formal proofs. It would be interesting to carry out the kinds of
derivations he suggests in Isabelle and use Isabelle’s unification to apply his transformation schemata.

We conclude with a brief comparison of related approaches to program synthesis based on unification.
This idea can be traced back to [14] who proposed the use of resolution not only for checking answers to
queries, but also for synthesizing programs and the use of second-order matching by Huet and Lang to
apply schematic transformations. Work in unification based program synthesis that is closest in spirit to
what we described here is the work of [20, 21], which used higher-order (pattern) unification to synthesize
logic programs in a “middle-out” fashion. Indeed, synthesis with higher-order resolution in Isabelle is very
similar as in our work, the meta-variable standing in for a program is a second-order pattern and it is only
unified against second-order patterns during proof. [20, 21] emphasizes, however, the automation of such
proofs via rippling while we concentrate more on the use of logical frameworks to give formal guarantees
to the programming logic itself. Of course, these approaches are compatible and can be combined.
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Abstract

Rippling is a special type of rewriting developed for inductive theorem proving. Bundy
et. al. have shown that rippling terminates by providing a well-founded order for the
annotated rewrite rules used by rippling. Here, we simplify and generalize this order,
thereby enlarging the class of rewrite rules that can be used. In addition, we extend
the power of rippling by proposing new domain dependent orders. These extensions
elegantly combine rippling with more conventional term rewriting. Such combinations
offer the flexibility and uniformity of conventional rewriting with the highly goal di-
rected nature of rippling. Finally, we show how our orders simplify implementation of
provers based on rippling.
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1 Introduction

Rippling is a form of goal directed rewriting developed at Edinburgh [5, 3] and in
parallel in Karlsruhe [11, 12] for inductive theorem proving. In inductive proof, the
induction conclusion typically differs from the induction hypothesis by the addi-
tion of some constructors or destructors. Rippling uses special annotations, called
wavefronts, to mark these differences. They are then removed by annotated rewrite
rules, called wave-rules. Rippling has several attractive properties. First, it is highly
goal directed, attempting to remove just the differences between the conclusion and
hypothesis, leaving the common structure preserved. And second, it terminates yet
allows rules like associativity to be used both ways.

The contributions of this paper are to simplify, improve, and generalize the
specification of wave-rules and their associated termination orderings. Wave-rules
have previously been presented via complex schematic definitions that intertwine
the properties of structure preservation and the reduction of a well-founded measure
(see [3] and §7). As these properties may be established independently, our definition
of wave-rules separates these two concerns. Our main focus is on new measures.
We present a family of measures that, despite their simplicity, admit strictly more
wave-rules than the considerably more complex specification given in [3].

This work has several practical applications. By allowing rippling to be com-
bined with new termination orderings, the power of rippling can be greatly extended.
Although rippling has been designed primarily to prove inductive theorems it has
recently been applied to other problem domains. We show that in rippling, as in
conventional rewriting, the ordering used should be domain dependent. We pro-
vide several new orderings for applying rippling to new domains within induction
(e.g. domains involving mutually recursive functions) and outside of induction (e.g.
equational problem solving). In doing so, we show for the first time how rippling
can be combined with conventional rewriting.

Another practical contribution is that our work greatly simplifies the implemen-
tation of systems based on rippling. Systems like Clam [4] require a procedure,
called a wave-rule parser, to annotate rewrite rules. Clam’s parser is based upon
the complex definition of wave-rules in [3] and as a result is itself extremely complex
and faulty. We show how, given a simple modular order, we can build simple mod-
ular wave-rule parsers. We have implemented such parsers and they have pleasant
properties that current implementations lack (e.g. notions of correctness and com-
pleteness); our work hence leads to a simpler and more flexible mechanization of
rippling.

The paper is organized as follows. In §2 we give a brief overview of rippling.
In §3 we define an order on a simple kind of annotated term and use this in §4
to build orderings on general annotated terms. Based on this we show in §5 how
rewrite rules may be automatically annotated. In §6 we describe how new orders
increase the power and applicability of rippling. In §7 we compare this work to
previous work in this area and discuss some practical experience. Finally we draw
conclusions.

2 Background

We provide a brief overview of rippling. For a complete account please see [3].
Rippling arose out of an analysis of inductive proofs. For example, if we wish to
prove P(z) for all natural numbers, we assume P(n) and attempt to show P(s(n)).
The hypothesis and the conclusion are identical except for the successor function
s(.) applied to the induction variable n. Rippling marks this difference by the

annotation, P(|s(n)|). Deleting everything in the box that is not underlined gives
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the skeleton, which is preserved during rewriting. The boxed but not underlined
term parts are wavefronts, which are removed by rippling.

Formally, a wavefront is a term with at least one proper subterm deleted. We
represent this by marking a term with annotation where wavefronts are enclosed in
boxes and the deleted subterms, called waveholes, are underlined. Schematically, a

wavefront looks like | £(ft1, ..., ftn) |, where n > 0 and p; may be similarly annotated.

The part of the term not in the wavefront is called the skeleton. Formally, the
skeleton is a non-empty set of terms defined as follows.

Definition 1 (Skeleton)
1. skel(t) = {t} fort a constant or variable

2. skel(f(t1,...tn)) = {f(51,..., 8n)|Vi. s; € skel(t;)}
3. skel(| f(tiy .oy tn) |) = skel(ty) U...Uskel(t,) for the t; in waveholes.

We call a term semply annotated when all its wavefronts contain only a single wave-
hole and generally annotated otherwise. In the simply annotated case, the skeleton
function returns a singleton set whose member we call the skeleton. E.g. the skele-

ton of f(, ) is f(a,b).

We define wave-rules to be rewrite rules between annotated terms that meet
two requirements: they are skeleton preserving and measure decreasing. This is
a simpler and more general approach to defining wave-rules than that given in
[3] where these requirements were intertwined into the syntactic specification of a
wave-rule.! Skeleton preservation in the simply-annotated case means that both the
LHS (left-hand side) and RHS (right-hand side) of the wave-rule have an identical
skeleton. In the multi-hole case we demand that some of the skeletons on the LHS
are preserved on the RHS and no new skeletons are introduced, i.e. skel(LHS) D
skel(RHS).

Wavefronts in wave-rules are also oriented. This is achieved by marking the
wavefront with an arrow indicating if the wavefront should move up through the
skeleton term tree or down towards the leaves. Oriented wavefronts dictate a mea-
sure on terms that rippling decreases. The focus of this paper is on these measures.

Below are some examples of wave-rules (s is successor and <> is infix append).

O] xv = [ v (1)

ol >[m] = vsv (2)
(v xw = [Txwivxw] 3)
() <>W = U<> (i) (4)
U<>() = (U<>V)<>W (5)
\Q+K\T:\m+z\T = \U:W/\V:Z\T (6)

(1) and (2) are typical of wave-rules based on a recursive definitions. The remainder
come from lemmas. Methods for turning definitions and lemmas into wave-rules is
the subject of §5. Note that annotation in the wave-rules must match annotation
in the term being rewritten. This allows use of rules like associativity of append,
(4) and (5), in both directions; these would loop in conventional rewriting. Note
also that in (6) the skeletons of the RHS are a strict subset of those of the LHS.

I This generalization is, however, briefly discussed in their further work section.
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As a simple example of rippling, consider proving the associativity of multipli-
cation using structural induction. In the step-case, the induction hypothesis is

(xxy)Xxz=xx(yx2)

and the induction conclusion is

(S(Q)Txy)xz: S(Q)Tx(yxz).

The wavefronts in the induction conclusion mark the differences with the induction

hypothesis. Rippling on both sides of the induction conclusion using (1) yields (7)
and then with (3) on the LHS gives (8).

(xy+u])x= = [@xuxz)+yx: (7)

(rxy x2)+yxz| = |(x(yxz)+yxz (8)

As the wavefronts are now at the top of each term, we have successfully rippled-
out both sides of the equality. We can complete the proof by simplifying with the
induction hypothesis.

The example illustrates how rippling preserves skeletons during rewriting. Pro-
vided rippling does not get blocked (no wave-rule applies yet we are not completely
rippled-out), we are guaranteed to be able to simplify with the induction hypothesis
(called fertilizationin [2]). This explains the highly goal directed nature of rippling.

We can also ripple wavefronts towards the position of universally quantified
variables in the induction hypothesis. Such positions are called sinks because wave-
fronts can be absorbed there; when we appeal to the induction hypothesis, univer-
sally quantified variables will be matched with the content of the sinks. Rippling
towards sinks at the leaves of terms is called rippling-in. Wavefronts are oriented
with arrows pointing out (upwards) or in (downwards) indicating if they are moving
towards the root or leaves. Transverse wave-rules like (4) are used to turn outward
directed wavefronts inwards.

3 Ordering Simple Wave-Rules

In this section we consider only simply annotated terms (whose wavefronts have a
single wavehole). In the next section we generalize to orders for generally annotated
terms with multiple waveholes. We begin with motivation, explaining generally the
kinds of orders we wish to define. Afterwards, we propose several concrete measures
that are similar, though simpler, to those given by Bundy et. al. in [3]. They are
able to order all the wave-rules given in [3] and in addition allow rule orientations
not possible using the measure given there (see §7).

We consider annotated terms as decorated trees where the tree is the skeleton
and the wavefronts are boxes decorating the nodes. See, for example, the first tree

0 0
in Fig. 1 which represents the term ‘ s(U) ‘ > ‘S(K) ‘ . Our orders are based on

assigning measures to annotation in these trees. We can define progressively simpler
orders by simplifying these annotated trees to capture the notion of progress during
rippling that we wish to measure.

To begin with, since rippling is skeleton preserving, we needn’t account for the
contents of the skeleton in our orderings. That is, we can abstract away function
symbols in the skeleton, for example, mapping each function to a variadic function
constant “*”. This gives, for example, the second tree in Fig. 1. In §6.2, we return
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Figure 1: Defining a measure on annotated terms.

to this abstraction and examine termination orderings that do allow the skeleton to
be changed during rewriting.

A further abstraction is to ignore the names of function symbols within wave-
fronts and assign some kind of numeric weight to wave-fronts. For example, we
may tally up the values associated with each function symbol as in a Knuth-Bendix
ordering. The simplest kinds of weights that we may assign to wave-fronts measure
their width and their size. Width is the number of nested function symbols between
the root of the wavefront and the wavehole. Size is the number of function symbols
and constants in a wavefront. For simplicity, we will consider just the width unless
otherwise stated. This gives, for example, the third tree in Fig. 1. Of course, there
are problem domains where we want our measure to reflect more of the structure
of wave-fronts. §6.1 contains an example of this showing how the actual contents
may be compared using a conventional term ordering.

Finally, a very simple notion of progress during rippling is simply that wave-
fronts move up or down through the skeleton tree. Under this view, the tree struc-
ture may be ignored: it is not important which branch a wave-front is on, only its
height in the skeleton tree. Under this notion of progress, we can apply an abstrac-
tion that maps the tree onto a list, level by level. For instance, we can use the sum
of the weights at a given depth. Applying this abstraction gives the final tree in
Fig. 1. Again, note that depths are relative to the skeleton and not depth in the
erased term tree.

To make this more formal and concrete, we introduce some definitions. A posi-
tion is simply a path address (written “Dewey decimal style”) in the term tree of the
skeleton and the subterm of ¢ at position p is denoted by t/p. If s is a subterm of ¢
at position p, its depth is the length of p. The height of t, written |¢|, is the maximal
depth of any subterm in ¢. For an annotated term ¢, the out-weight of a position p
is the sum of the weights of the (possibly nested) outwards oriented wavefronts at
p. The in-weight is defined identically except for inward directed wavefronts. We
now define a measure on terms corresponding to the final tree in Fig. 1 based on
weights of annotation relative to their depths.

Definition 2 (Out/In Measure) The out-measure, MO(t) (in-measure, MI(t))
of an annotated term t is a list whose i-th element is the sum of out-weights (in-
weights) for all term positions in t at depth i.

For example, in the following palindrome function over lists (“::” is infix cons)

4
palin(T,Acc) = | H = palin(T,| H :: Acc) |) (9)

and the skeleton of both sides is palin(T, Acc) and the out-measure of the LHS is
[0,1] and the RHS is [1,0]. The in-measures are [0,0] and [0,1] respectively.

We now define a well-founded ordering on these measures which reflects the
progress that we want rippling to make during rewriting. Consider, a simple wave-

I5
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rule like (1),

The LHS out-measure is [0, 1], and the RHS is [1,0]. Rippling has progressed here
as the one out-oriented wavefront has moved up the term. In general, rippling
progresses if one out-oriented wavefront moves up or disappears, while nothing
deeper moves downwards. If the out-measure on a term before rippling is [/y, ..., {]
and after [rq, ..., 7] then there must be some depth j where {; > r; and for all ¢ > j
we have [; = r;. This is simply the lexicographic order on the reverse of the two lists
(compared with > on the natural numbers).? Progress for in-oriented wavefronts
is similar and reflects that these wavefronts should move towards leaves; that is,
we use the lexicographic order on the in-measures. Of course, both outward and
inward oriented wavefronts may occur in the same rule. For example, consider (9).
As in [3], we define a composite ordering on the out and in measures. We order
the out measure before the in measure since this enables us to ripple wavefronts
out and either to reach the top of the term, or at some point to turn the wavefront
down and to ripple it in towards the leaves.

Definition 3 (Composite Ordering) ¢ = s iff (MO(t), MI(t)} >, {MO(s), MI(s)}
where >, s the lexicographic order on pairs whose first components are compared
With >peyiee and the second with >i.;, the reversed and unreversed lexicographic
order on lists of equal length.

Given the well-foundedness of > on the natural numbers and that lexicographic
combinations of well-founded orders are well-founded we can conclude the following.

Lemma 1 The composite ordering is well-founded.

We lack space here to discuss implementations of rippling. Two different imple-
mentations are considered in [3] and [12]. For both calculi, = (and =* of the next
section) is monotonic and stable over the substitutions produced during rippling.
It follows from standard techniques that if all wave-rules are oriented so that [ = r
then rippling terminates [8].

4 Ordering Multi-Wave-Rules

We now generalize our order for simply annotated terms to those with generalized
annotation, that is, multiple waveholes in a single wavefront. Wave-rules involving
such terms are called multi-wave-rules in [3] and we have already seen an example
of this in (6). The binomial equation is another example.

binom(T,) = |binom (X, T) + binom(X,Y) (10)

We define orders for generally annotated terms in a uniform way from the pre-
vious ordering by reducing generally annotated terms to sets of simply annotated
terms and extending > to such sets. This reduction is accomplished by considering
ways that general annotation can be weakened to simple annotation by “absorbing”
waveholes. Weakening a multi-wave term like (10) erases some of the waveholes
(underlining) though always leaving at least one wavehole. A wavefront is mawi-
mally weak when it has exactly one wavehole. A term is maxrimally weak when all

2Note that these lists are the same length as the skeletons of both sides are identical; however,
when we generalize the measure to multi-holed waves, the skeletons may have different depths and
we pad with trailing zeros where necessary.
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its wavefronts are maximally weak. Maximally weak terms are simply annotated
and this allows us to use the previously defined measure > on these terms.
Returning to the binomial example, (10) has only the following two weakenings.

binom(T,) = |binom(X,|s(Y)|) + binom(X,Y) (11)
binom(T,) = |binom(X,s(Y)) + binom(X,Y) (12)

Both of these are maximally weak as each wavefront has a single hole.
Let weakenings(s) be the set of maximal weakenings of a term s. We now define
an ordering on generally annotated terms ! and r.

Definition 4 (General ordering) [ =* r iff weakenings(s) =~ weakenings(?)
where == 1s the multiset ordering over the order = on simply annotated terms.

This order is sensible as all the elements of the weakening sets are simply annotated
and can be compared with . Also observe that if [ and r are simply annotated
then their weakenings are {l} and {r} and [ =* r agrees with [ > r. In general, we
will drop the superscript on =* and use context (e.g., at least one argument has
multiple holes) to disambiguate.

As the multi-set extension of a well-founded ordering is well-founded [10] we
immediately have the following lemma.

Lemma 2 >* is well-founded.

As an example, consider (10). The LHS weakenings are

{binom(T,)}-

The RHS weakenings are

{| binom(X, T) + binom(X,Y) | ,|binom(X + s(Y)) + binom(X,Y) | }.

The sole member of the first set is =-greater than both members of the second set.
This equation is measure decreasing and hence a wave-rule when used left to right.

5 Parsing

These orders are simple and admit simple mechanization. We begin with simply
annotated terms and then sketch the generalization to multi-waves. We have im-
plemented the routines we describe and in §7 we report on practical experience.

A wave-rule [ — r must satisfy two properties: the preservation of the skeleton,
and a reduction of the measure. We achieve these separately. An annotation phase
first annotates [ and r with unoriented wavefronts so their skeletons are identical;
this guarantees that rippling is skeleton preserving. An orientation phase then
orients the wavefronts so that | = r. We sum this up by the slogan

WAVE-RULE = ANNOTATION 4+ ORIENTATION . (13)
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5.1 Annotation

To annotate terms we can use the ground difference unification algorithm given
in [1]. Since parsing is an off-line computation (performed once before theorem
proving), it is also reasonable to find skeleton preserving annotation via generate-
and-test: generate candidate annotations and test if the resulting terms have the
same skeleton. Consider, for example, annotating the recursive definition of the
palindrome function. There are four possible skeletons: palin(T, Acc), T, Ace, and
H. The first of these corresponds to the annotation

palin(, Ace) = | H = palin(T,| H :: Acc) |) |. (14)

The remaining annotations are {rivial in that both sides are completely within
wavefronts except for some subterm at the leaves. For example,

‘palin(H = T, Ace) ‘:> ‘ H :: palin(T, H :: Acc)) ‘

Such trivial wave-rules can usually be ignored as they they make no progress moving
wavefronts (although they can be used for wavefront normalization, see §6.1).

5.2 Orientation

Given annotated, but unoriented rules, we must now orient them by placing arrows
on the wavefronts. We do this by picking an orientation for wavefronts on the LHS
of the wave-rule and finding an orientation on the RHS such that [ > r. In Clam
the wave-rules used are oriented with wavefronts on the LHS exclusively out or in.
Other combinations are, of course, possible. In general the number of wavefronts,
n in the LHS is very small, typically one or two in [3]; hence, it is not much extra
effort to consider all 2”7 orientations and for each of these generate an orientation
for the RHS.3 In practice this is manageable; see §7.

For each orientation of [ we must orient r. If [ contains at least one outward ori-
ented wavefront there will always be a measure decreasing orientation of 7, namely
with all wavefronts oriented in. However, orienting wavefronts inwards prohibits
later rippling out whilst orienting outwards does not. If rippling-out blocks, we can

0 4
always redirect wave-rules inwards with the rewrite rule. ‘ F(X) ‘ = ‘ F(X) ‘ . This

rule is structure preserving and measure decreasing. Hence, we orient r’s annota-
tion so that it is measure decreasing and =-mazimal; that is, for all orientations r,,
if { = r, then r = r, (= is the union of the identity relation with ).

One can find a maximal orientation using generate and test, but it is possible
to do much better. Below we sketch an algorithm, linear in |r|. Its input is two
annotated terms [ and r where [ is oriented and r unoriented. The output is r
oriented and =-maximal. In what follows, suppose |{| (and hence |r|) equals k. Let
t! be the sum of out-weights at depth 7, ¢} be the sum of in-weights at depth i,
and flip(t,d,n) be the operation that non-deterministically flips down n arrows in
t at depth d (there may be multiple choices corresponding to different branches or
multiple wavefronts at the same position). We assume below that [ has at least
one wavefront oriented up. If this is not the case then all of r’s wavefronts must
be oriented down and this is a maximal orientation iff [ = r. Otherwise orientation
proceeds as follows. We first orient all the wavefronts in » upwards and then execute
the first of the following statements that succeeds.

1. choose the maximum i such that If > r] and Vj € {i + 1..k}.flip(r, j,r] = I})

3This requires of course an implementation that efficiently indexes wave-rules so that extra
wave-rules do not degrade the performance of rippling.
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2. Vi € {0..k}. flip(r, i, 7] — IT) and succeed if MI(1) >, MI(7)

3. choose the minimum ¢ such that [T # 0, flip(r,i,7] — 11 — 1) and Vj € {i +
L.k} flip(r, j, v} = 1)

Each of the three statements can be executed in linear time. Note that the first
two may fail (there does not exist a maximum ¢ in the first case, or in the second
the test MI({) >, MI(r) fails) but the third case will always succeed.

Lemma 3 The orientation algorithm computes all >-maximal v where l > r.

Proof (sketch): If the first statement succeeds then Vj € {i + 1..k}.I] = r] and
[T > r! so MO(l) >ycvice MO(7) and r is maximal. Otherwise, Vi.l] < r] so we
flip arrows down to equate out-orders and test MI(!) >, MI(r). If this succeeds,
we have a maximal r. Otherwise we still have Vi.l] < »! but flipping arrows in
r to equate out-orders is insufficient as r then has a larger in-order. However, by
assumption, [ has at least one outward wavefront with a least depth 7, so we can
flip enough arrows at this depth so r; = I; — 1. Thus { = r and r is maximal. O

This parser for simply annotated terms is correct (it only returns wave-rules)
and complete (it returns all maximal wave-rules under the orderings we define).
As an example, consider (9) with the LHS oriented all out. We begin by orienting
both wavefronts in the RHS out. The two sides thus have the measures ([0, 1], [0, 0]}
and {([1, 1], [0, 0]) respectively. Hence step 1 fails. Moreover, if we equate the out-
measures by turning down the annotation at depth 0, this gives the RHS a measure
of {[0,1],[1,0]) so step 2 fails. Finally we succeed in step 3 by turning down the
arrow at depth 1 giving the RHS a measure of {[1, 0], [0, 1]). The resulting oriented
annotation is given in (9).

5.3 Multi-waves and sinks

The above ideas generalize easily to multi-wave-rules. For reasons of space we
only sketch this. We generate skeleton preserving annotations analogous to the
single-hole case but allow multi-holed wavefronts. Usually both sides are simply
annotated and we may use the above orientation algorithm. Alternatively, after
fixing an orientation for the LHS of the wave-rule we may orient the RHS by cycling
through possible orientations. For each orientation we compare the weakenings of
the two sides under the multi-set ordering over our measure and we pick the RHS
orientation with the greatest measure. There are various ways the efficiency of this
can be enhanced. E.g. we need only compute weakenings of each side once; with
“orientation variables” we may propagate the different orientations we select for the
RHS to orientations on the weakening set before comparison under the multi-set
measure.

One kind of annotation we haven’t yet discussed in our measures is sinks (see §2).
This is deliberate as we can safely ignore sinks in both the measure and the parser.
Sinks only serve to decrease the applicability of wave-rules by creating additional
preconditions; that is, we only ripple inwards if there is a sink underneath the
wavefront. But if rippling terminates without such a precondition, it terminates
with it as well. Sinks (and also recent additions to rippling such as colours [15])
can be seen as not effecting the termination of rippling but rather the utility of
rippling. That is, they increase the chance that we will be able to fertilize with the
hypothesis successfully.
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6 Extensions to Rippling

By introducing new termination orders for rippling, we can combine rippling with
conventional term rewriting. Such extensions greatly extend the power and appli-
cability of rippling both within and outwith induction. In addition, by design, our
orderings are not dependent upon rippling preserving skeletons. This allows us to
use rippling in new domains involving, for example, mutual recursion or definition
unfolding where the skeleton needs to be modified; such applications were previously
outside the scope of rippling. We feel that these extensions offer the promise of the
“best of both worlds”: that is, the highly goal directed nature of rippling combined
with the flexibility and uniformity of conventional rewriting. To test these ideas,
we have implemented an Annotated Rewrite System, a simple PROLOG program
which manipulates annotated terms, and in which we can mix conventional term
rewriting and rippling. All the examples below have been proven by this system.

6.1 Unblocking

Rippling can sometimes become blocked. Usually the blockage occurs due to the
lack of a wave-rule to move the differences out of the way; in such a situation
the wave-rule may be speculated automatically using techniques presented in [13].
However, sometimes the proof becomes blocked because a wavefront needs to be
rewritten so that it matches either a wave-rule (to allow further rippling) or a sink
(to allow fertilization). This is best illustrated by an example.

Consider the following theorem, where rev is naive reverse, grev is tail-recursive
reverse using an accumulator, <> is infix append, and :: infix cons.

VL, M. grev(L,M) = rev(L) <> M (15)
To prove this theorem, we perform an induction on L. The induction hypothesis is
grev(l, M) = rev(l) <> M

and the induction conclusion is
0 0
grev((hl],|m]) = rev(h:=l]|)<>|m]|. (16)

where m is a skolem constant which sits in a sink, annotated with “| |”.
We will use wave-rules taken from the recursive definition of grev, and rev.

rev(T) = |rev(T) <> (H = nil) (17)
qrev(T, L)y = qrev(T, i) (18)
On the LHS, we ripple with (18) to give
grev(l, {iJ) = rev(T) <> |m].

On the RHS, we ripple with (17) and then (4), the associativity of <> to get

grev(l, {J) = reo(l) <>(U(h s nil) <>mH). (19)

Unfortunately, the proof is now blocked. We can neither further ripple nor fertil-
ize with the induction hypothesis. The problem is that we need to simplify the
wavefront on the righthand side. Clam currently uses an ad-hoc method to try to

10
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perform wavefront simplification when rippling becomes blocked. In this case (19)
is rewritten to

grev(l, {iJ) — rev(l) <> ({iJ ).

Fertilization with the induction hypothesis can now occur.

In general, unblocking steps are not sanctioned under the measure proposed ear-
lier, or that given in [3]; their uncontrolled application during rippling can lead to
non-termination. But we can easily create new orders where unblocking steps are
measure decreasing. These new orders allows us to combine rippling with conven-
tional rewriting of wavefronts in an elegant and powerful way. Namely, unblocking
rules will be measure decreasing wave-rules accepted by the parser and applied like
other wave-rules.

We define an unblocking ordering by giving (as before) an ordering on simply
annotated terms, which can then be lifted to an order on multi-wave terms. To order
simply annotated terms, we take the lexicographic order of the simple wave-rule
measure proposed above (using size of the wavefront as the notion of weight) paired
with >, ¢, an order on the contents of wavefronts. As a simply annotated term may
still contain multiple wavefronts, this second order is lifted to a measure on sets
of wavefronts by taking its multi-set extension. The first part of the lexicographic
ordering will ensure that anything which is normally measure decreasing remains
measure decreasing and the second part will allow us to orient rules that only
manipulate wavefronts. This combination provides a termination ordering that
allows us to use rippling to move wavefronts about the skeleton and conventional
rewriting to manipulate the contents of these wavefronts.

For the reverse example, the normalization ordering is very simple; we use the
following wave-rules.

CETI g e
1 1
(H:T)<>L| = |H:(T<>1L) (21)

The first is already parsed as a wave-rule using our standard measures, but we need
to add the second. This rule doesn’t change the size of the wavefront or its position
but only its form. Hence we want this to be decreasing under some normalization
ordering. There are many such orderings; here we take >, ; to be the recursive
path ordering [7] on the terms in the wavefront where <> has a higher precedence
than :: and all other function symbols have an equivalent but lower priority. The
measure of the LHS of (21) is now greater than that of the RHS as its wavefront is
(H :: T) <> * which is greater than H :: (T <> #) in the recursive path ordering
(to convert wavefronts into well formed terms, waveholes are marked with the new
symbol *).

Unblocking steps which simplify wavefronts are useful in many proofs enabling
both immediate fertilization (as in this example) and continued rippling. Wavefronts
can even be unblocked using a different set of rules to that used for rippling.

6.2 Mutual Recursion and Skeleton Simplification

Rippling can also become blocked because the skeleton (and not a wavefront) needs
to be rewritten. This happens in proofs involving mutually recursive functions,
definition unfolding, and other kinds of rewriting of the skeleton. Consider

V. even(s(s(0)) x x)
11
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where even has the following wave-rules.
Ui

even(|s(U)|) = odd(U) (22)
0

odd(|s(U)|) = even(U) (23)

Note that (22) and (23) are not wave-rules in the conventional sense since they
are not skeleton preserving. However, they do decrease the annotation measure.
Rules (22) and (23) can be viewed as a more general type of wave-rule of the
form LHS = RHS which satisfy the constraint skeleton(LHS) = skeleton(RHS)
where = is some equivalence relation. In this case, the equivalence relation includes
the granularity relation in which even(z) and odd(z) are in the same equivalence
class. Rippling with this more general class of wave-rules still gives us a guarantee of
termination. However weakening the structure preservation requirement can reduce
the utility of rippling since now we are only guaranteed to rewrite the conclusion
into a member of the equivalence class of the hypothesis.
To prove the theorem, we will also need the following wave-rules.

Ol +v = ey (24)
v+f@] =[] ()

The theorem can be proved without (25) but this requires a nested induction and
generalization, complications which need not concern us here.
The proof begins with induction on z. The induction hypothesis is

even(s(s(0)) x n)

and the induction conclusion is

cven(s(s(0)) x [s(w)]). (26)

Unfortunately rippling is immediately blocked. To continue the proof, we simplify
the skeleton of the induction conclusion by exhaustively rewriting (26) using the
unannotated version of (1) and the following rules.

0xV = 0 (27)
0+V = V (28)

This gives

even(T + T). (29)

Note that the skeleton was changed by this rewriting. The induction hypothesis can,
however, be rewritten using the same rules so that it matches the skeleton of (29).
Of course, arbitrary rewriting of the skeleton may not preserve the termination of
rippling. To justify these unblocking steps we therefore introduce a new termination
order which combines lexicographically a measure on the skeleton with the measure
on annotations.* We then admit rewrite rules provided their application decreases
this combined measure. This new order allows us to combine rippling with conven-
tional rewriting of the skeleton in an elegant and powerful way. In this case, the

4With more complex theorems, the height of the skeleton may increase; the addition of the
height of the skeleton to the order ensures termination in such situations.
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recursive path order on skeletons (with precedence x > + > s > 0) is again ade-
quate. Note that though termination is guaranteed, again skeleton preservation has
been weakened. Since the skeleton can be changed during rippling, we are no longer
able to guarantee that we can fertilize at the end of rippling. However, provided
the skeleton is rewritten identically in both the hypotheses and the conclusion, we
will still be able to fertilize.

To return to the proof, rippling (29) with (24) gives

even(|s(n+|s(n)|)|).

Then with (25) gives
"
even(|s(s(n+n))| ).

We now ripple with the mutually recursive definition of even, (22),
0
odd(|s(n+n)|).

Note that this step also changes the skeleton. However, as the measure decreases
and as the skeleton stays in the same equivalence class, such rewriting is permitted.
Finally rippling with (23) gives

even(n +n).

This matches the (rewritten) induction hypothesis and so completes the proof.
The power of rippling is greatly enhanced by its combination with traditional
rewriting. For example, proofs involving mutually recursive functions, or other kinds
of skeleton simplification (e.g., definition unfolding) were not previously possible
with rippling. The use of conventional term rewriting to simplify the skeleton is a
natural dual to the use of conventional rewriting to simplify wavefronts; indeed they
are orthogonal and can be combined to allow even more sophisticated rewriting.

6.3 Other Applications

Rippling has found several novel uses of outside of induction. For example, it has
been used to sum series [14], to prove limit theorems [15], and guide equational
reasoning [11]. However, new domains, especially non-inductive ones, require new
orderings to guide proof. For example, consider the PRESS system [6].° To solve
algebraic equations, PRESS uses a set of methods which apply rewrite rules. The
three main methods are: isolation, collection, and attraction. Below are examples
of rewrite rules used by each of these methods.

N
ATTRACTION : llog(U) +log(V) | = [log(U x V)
COLLECTION : UxU| =

2 4
ISOLATION : U =V = U=|£J¥

PRESS uses preconditions and not annotation to determine rewrite rule appli-
cability. Attraction must bring occurrences of unknowns closer together. Collection
must reduce the number of occurrences of unknowns. Finally, isolation must make
progress towards isolating unknowns on the LHS of the equation. These require-
ments can easily be captured by annotation and PRESS can thus be implemented

5Due to space constraints, we only sketch this application. The idea of reconstructing PRESS
with rippling was first suggested by Nick Free and Alan Bundy.
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by rippling. The above wave-rules suggest how this would work. PRESS wave-
rules are structure preserving, where the preserved structure is the unknowns. The
ordering defined on these rules reflects the well-founded progress achieved by the
PRESS methods. Namely, we lexicographically combine orderings on the number
of waveholes for collection, their distance (shortest path between waveholes in term
tree) for attraction, and our width measure on annotation weight for isolation.

7 Related Work and Experience

The measures and orders we give are considerably simpler than those in [3]. There,
the properties of structure preservation and the reduction of a measure are inter-
twined. Bundy et al. describe wave-rules schematically and show that any in-
stance of these schemata is skeleton preserving and measure decreasing under an
appropriately defined measure. Mixing these two properties makes the definition of
wave-rules very complex. For example, the simplest kind of wave-rule proposed are
so-called longitudinal wave-rules (which ripple-out) defined as rules of the form,

77( 51(/’&7"7”_11)1) [RAS) gn(ﬁaaﬂ_ﬁn) ):> C(n(wla"7wn)a"an(wla"awn))

that satisfy a number of side conditions. These include: each wg is either an

unrippled wavefront, | &; (/1_21, .. .,/i?’) , or is one of the waveholes, u'; for each j, at

least one w! must be a wavehole. 7, the &s, and ¢ are terms with distinguished

arguments; ¢ may be empty, but the &s and » must not be. There are other
schemata for traverse wave-rules and creational wave-rules®. These schemata are
combined in a general format, so complex that in [3] it takes four lines to print. It
is notationally involved although not conceptually difficult to demonstrate that any
instance of these schemata is a wave-rule under our size and width measures.

Consider the longitudinal schema given above. It is clear that evey skeleton
on the RHS is a skeleton of the LHS because of the constraint on the w; What
is trickier to see is that it is measure decreasing. Under our order this is the
case if LHS =* RHS. We can show something stronger, namely, for every r €
weakenings(RH S). 3l € weakenings(LHS).l = r. To see this observe that any such
r must be a maximal weakening of

r = C(n(wl,...,wn),...,n(w{,...,w‘%),...n(wl,...,wn))

for some j € {1..k}. Corresponding to ' is an I’ which is a weakening of the LHS
where I’ = n(ty, ...,t,) and the ¢; correspond to the ith subterm of n(w,..., =)

in 7' if @] is an unrippled wavefront then ¢; = @] = |§; (/1_21, .. .,/i?’) , and alterna-

tively if wg a wavehole p! then t; = |&(pl, ... i, . i) | Now 7 is a maximal

weakening of 7’ so there is a series of weakening steps from r to /. Each of these
weakenings occurs in a @] and we can perform the identical weakening steps in the
corresponding ¢; in I’ leading to a maximal weakening /. As [ and r are maximally
weak they may be compared under >. Their only differences are that r has an
additional wavefront at its root and is missing a wavefront at each @] correspond-
ing to a wavehole. The depth of wg is greater than the root and at this depth the

6 Creational wave-rules are used to move wavefronts between terms during induction proofs by
destructor induction. They complicate rippling in a rather specialized and uninteresting way. Our
measures could be easily generalized to include such creational rules.
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out-measure of [ is greater than r (under any of the weights defined in §3) and at
all greater depths they are identical. Hence { = r.

Similar arguments hold for the other schemata given in [3] and from this we
can conclude that wave-rules acceptable under their definition are acceptable under
ours. Moreover it is easy to construct simple examples that are wave-rules under
our formalism but not theirs; for example, the following two rules are measure
decreasing but are not instances of their schema.

ot (s0)][H = L] Ace) = rot(X,7,[H :: Aec])
0] = x

Aside from being more powerful, there are additional advantages to the approach
taken here. Our notion of wave-rules and measures are significantly simpler and
therefore easier to understand. As a result, they are easier to implement. The
definition of wave-rules given in [3] is not what is recognized by the Clam wave-
rule parser as it returns invalid wave-rules under either our definition or that of [3]
and misses many valid ones. For example, Clam’s current parser fails to find even
wave-rules as simple as the following.

divides(T,Y) = |s(divides(X,Y))

We have therefore implemented the parser described in §5. The parser is sim-
ple, just a couple of pages of Prolog, yet allows new orderings based on different
annotation measures to be easily incorporated. Although parsing is in the worst
case exponential in the size of the rewrite rule, the parser typically takes under 5
seconds to return a complete set of maximal wave-rules (which seems reasonable for
an off-line procedure). The parser is part of our annotated rewrite system and will
be shortly integrated into the Clam theorem prover.

8 Conclusions

An ordering for proving the termination of rippling along with a schematic de-
scription of wave-rules was first given in [3]. We have simplified, generalized and
improved both this termination ordering, and the description of wave-rules. In
addition, we have shown that different termination orderings for rippling can be
profitably used within and outwith induction. Such new orderings can combine the
highly goal directed features of rippling with the flexibility and uniformity of more
conventional term rewriting. We have, for example, given two new orderings which
allow unblocking, definition unfolding, and mutual recursion to be added to rip-
pling in a principled (and terminating) fashion; such extensions greatly extend the
power of the rippling heuristic. To support these extensions, we have implemented
a simple Annotated Rewrite System which annotates and orients rewrite rules, and
with which we can rewrite annotated terms. We have used this system to perform
experiments combining rippling and conventional term rewriting. We confidently
expect that this combination of rippling and term rewriting has an important role
to play in many areas of theorem proving and automated reasoning.
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