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Some of My Favourite Results
in Classic Process Algebra

(Version of September 10, 2003)

Luca Aceto

Department of Computer Science
Aalborg University

9220 Aalborg Ø, Denmark
Email: luca@cs.auc.dk

This note is dedicated to Anna and Róbert.

“What I had done so far amounted to a mere fraction of nothing
at all. It was so much dust, and the slightest wind would blow it
away.” [13, Page 207]

1 Introduction and Disclaimers

I have been asked a few times what my favourite results in process alge-
bra are, and often thought that it might be a useful exercise to reflect a
little on that question, and pen down my thoughts. The spur for attempt-
ing this somewhat foolish enterprise at this point in time comes from the
workshop on “Process Algebra: Open Problems and Future Directions” that
I co-organize with Zoltán Ésik, Wan Fokkink and Anna Ingólfsdóttir. My
co-organizers and I hope that, apart from being a celebration of over twenty
years of research in process algebra, that workshop will bear witness to the
continuing vitality of this field of investigation, and I believe that one of the
ways to contribute to the solution of new problems and the development of
new avenues for research is to mull over the results that have been achieved
so far and the open problems they raise.

Whether the writing of this note means that I am “past the best before
date” as an active researcher in the process algebra community I must leave
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to others to judge—I certainly am if Godfrey Harold Hardy was to be trusted
when he wrote

“It is a melancholy experience for a professional mathematician
to find himself writing about mathematics. [. . . ] I write about
mathematics because [. . . ] I have no longer the freshness of mind,
the energy, or the patience to carry on effectively with my proper
job. [43, pp. 61 and 63]”

However, I hope that Gian-Carlo Rota’s statement from [71] that

“Not only is it good for you to write an expository paper once in
a while, but such writing is essential for the survival of mathe-
matics.”

will prove to be true for me in this case.
It goes without saying that the list of results in process algebra that I

will present in what follows is very partial, is based entirely on my personal
views of the moment and my tastes, and is limited by my (lack of) knowl-
edge, energy and time. (Indeed, I can guarantee that if I were to draw a
similar list in a few months’ time, then that list would most likely be dif-
ferent.) I apologize to all the colleagues of mine whose excellent results are
not mentioned here, and whose work I know less than I should. There are
just so many beautiful results in our field of interest, and the variety is so
large, that there is no hope to do justice to even a tiny fragment of them in a
piece like this one—the interested reader is invited to browse through [21] to
obtain a bird’s eye view of research in process algebra. Indeed, if ever there
is a message to be gleaned from this note, then it is that the process algebra
research community should be proud of its non-trivial achievements.

As the readers of this note will notice, the results mentioned below are
not just confined to the algebraic aspects of process theory, and reflect my
very generous, and somewhat arbitrary, view of what process algebra is. I
believe that algebraic ideas underlie many facets of process theory in that
algebra provides structure and reasoning techniques that turn out to guide
our thoughts even when we work with plain automata based formalisms,
logics, testing approaches and so on. Moreover I see the results in process
algebra proper, and process theory in general, as belonging to the same body
of work regardless of whether algebraic techniques play an explicit role in
them or not. That is why this survey mentions results which appear to be
purely about logic and/or automata. I hope that this position won’t upset
any sensibilities amongst my colleagues—indeed, it is meant to bring a sense
of unity to the work of what I see as a community of kindred spirits with
different tastes and interests in research.
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In keeping with the foolish nature of this whole enterprise, I have decided
to restate some of the items that populate my “to do” list as problems in
this note. Some of them are very specific, some others are very vague and
most likely are just wishful thinking. I hope to be able to settle at least one
of them in the rest of my career.

The presentation is based on my notes for an imaginary talk on my
favourite results in classic process algebra, and is aimed at readers who are
familiar with concurrency theory, and process algebra in particular. I have
made no real attempt to turn it into a polished piece of scientific writing
that is accessible to a wide readership. I hope that the bibliographic refer-
ences will help the patient uninitiated reader find much better and thorough
reviews of the results mentioned in this note.

The structure of the note is as follows. Section 2 presents results and
problems related to behavioural equivalences and their relationships with
modal logic. Section 3 discusses theorems on the (non-)existence of finite
equational axiomatizations for behavioural equivalences over fragments of
process algebras. Two results from the meta-theory of process algebras based
on structural operational semantics are reviewed in Section 4. Section 5 is
devoted to a taste of expressiveness results in classic process algebra. The
note concludes with the mention of two theorems highlighting the connec-
tions, and the differences, between the theory of process algebra and the
classic theory of automata and formal languages (Section 6).

2 Behavioural Equivalences and Logic

Let me start with a classic example of an early result proven by Hennessy
and Milner in [45] that has had a monumental impact on many aspects of
research in process theory, is based on a cute idea, but does not have a mind-
bogglingly complex proof—once one has seen it, of course! It is the kind of
result that we regularly teach our students in Aalborg in an introductory
concurrency theory course, and whose proof has reached what Paul Erdős
might have called the “Book Proof” stage.

Most researchers in process theory will agree that one of the fundamental
notions of behavioural equivalence over labelled transition systems is (strong)
bisimulation equivalence [60, 66]. This notion of equivalence has many alter-
native characterizations. Amongst these, I want to mention here the charac-
terization of bisimulation equivalence in terms of a modal logic that is often
referred to as Hennessy-Milner Logic.

Result 1 (Hennessy and Milner [45]) Two image finite processes are bi-
simulation equivalent if, and only if, they afford the same properties that can
be expressed in Hennessy-Milner Logic.
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Variations on this result abound in the literature (see, e.g., [2, 11, 33, 39,
53, 58, 78]). Indeed one of the tests for the reasonableness of a behavioural
equivalence is that it has a pleasing, natural modal characterization. Modal
characterizations of behavioural equivalences and preorders have important
uses in, e.g.,

• automatic verification of reactive systems (for instance, in providing a
convenient formalism for expressing distinguishing formulae—see, e.g.,
[52, 55]),

• characterizing equivalence classes of (finite) processes with respect to
some notion of behavioral equivalence by means of the so-called char-
acteristic formulae [49, 77],

• showing finitariness and algebraicity of behavioural preorders [11],

• the characterization of the largest congruences included in completed
trace equivalence that are induced by SOS formats—see, e.g., [41, 42],
and

• non-finite axiomatizability proofs [9].

The interpretation of Hennessy-Milner Logic that matches notions of bisim-
ulation preorder, as developed in [58, 78], has pleasing connections with in-
tuitionistic logics.

The second result I want to mention here also makes use of Result 1 in
the generation of tests from formulae in Hennessy-Milner logic to characterize
bisimulation equivalence as a testing equivalence. It is one of the main results
in a line of research that was quite popular in the late 1980’s and early 1990’s,
when an effort was being made to justify, or at least clarify, the observational
nature of bisimulation equivalence.

Result 2 (Abramsky [1]) Abramsky’s characterization of bisimulation
equivalence as a testing equivalence.

A notable, albeit maybe not so well known, result buried in Abramsky’s
paper is a theorem to the effect that adding any collection of monotonic
tests to the language for tests used in the proof of Result 2 does not increase
the distinguishing power of the test language. To my mind, this is possibly
the closest we have come to giving a precise solution to the following

Problem 1 Can one prove in a formal sense that bisimulation equivalence
is the finest “reasonable” behavioural equivalence?
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3 Axiomatizations of Behavioural Equivalences

One of the natural outcomes of the algebraic structure of process description
languages is that we can formulate general (in)equivalences between process
terms that we expect to hold with respect to the chosen notion of behav-
ioral semantics in the linear time-branching time spectrum [39] in terms of
(in)equations. Several natural questions immediately arise pertaining to the
(non-)existence of (finite) axiomatizations for behavioural equivalences over
fragments of process description languages. I will now mention some of my
favourite results in this line of research. It will come as no surprise to the
readers of this note who know about my work that I am very partial to
this type of contribution, and this is reflected by the role they play in this
presentation.

3.1 Positive Results

The axiomatization of bisimulation equivalence over the recursion-free frag-
ment of CCS offered in [45] employs an axiom schema, the seminal and well
known expansion theorem. This begged the question of whether one could
replace this axiom schema with a finite set of equations. Bergstra and Klop
showed that this can be done by extending the language with two auxil-
iary operators, the left merge and the communication merge, that can be
used to finitely axiomatize the parallel composition operator in bisimulation
semantics.

Result 3 (Bergstra and Klop [19]) Bergstra and Klop’s axiomatization
of the merge operator in terms of the auxiliary left merge and communication
merge operators.

Again, this is an example of a seminal result which is based on an ingenious
idea, but whose proof is not technically very complicated once the appropriate
machinery is in place. An analysis of the reasons why operators like the
left merge and the communication merge are equationally well behaved in
bisimulation semantics has led to general algorithms for the generation of
(finite) equational axiomatizations for behavioural equivalences from their
operational semantics—see, e.g., [4] and the references in [10].

Problem 2 Can one give a finite axiomatization for the weak behavioural
preorders studied in [86] over the recursion-free fragment of CCS enriched
with the constant Ω (to stand for a divergent process), the left merge and the
communication merge?
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To my mind, two of the most satisfying results in the theory of processes are:

Result 4 (Milner [59, 61]) Milner’s axiomatizations of bisimilarity and
observation congruence over the regular fragment of CCS.

Even though one can trace the general proof strategy employed in the proofs
of those results to Salomaa’s axiomatization of the theory of regular expres-
sions [72], the axioms given by Milner are so elegant, and the proofs are so
crisp, that those results set high standards for the whole community. Other
axiomatization results for regular processes use similar proof strategies—see
[12, 37, 70] to list but a few. Let me remark in passing that the axiomatiza-
tion first presented by Bergstra and Klop in [20] played a seminal role in the
discovery of the laws for observational congruence given by Milner in [61].
Indeed, Milner himself states in op. cit. that his axioms were inspired by a
reading of [20].

Problem 3 Settle Milner’s conjecture in [59] regarding the axiomatization
of bisimulation equivalence over the language of regular expressions.

Problem 4 Characterize those recursive equations over the regular fragment
of CCS that yield a process that can be represented by a regular expression
modulo strong bisimulation equivalence. (This open question was originally
raised by Milner in [59].) Some work on this problem has been done by
Bosscher in [25, Chapter 3] and by De Nicola and Labella in [32].

Problem 5 Axiomatize all the equivalences in the linear time-branching time
spectrum over regular processes. Obtain axiomatizations for these equiva-
lences that are relative to those for iteration algebras given by Bloom and
Ésik—see, e.g., [24].

Axiomatization results for behavioural equivalences based on interleaving
over fragments of process algebras that cannot describe infinite behaviours
usually consist of a collection of laws that allow one to reduce terms to
finite synchronization trees, and laws that axiomatize the equivalence under
consideration over finite synchronization trees. This strategy is not directly
applicable when the equivalence under consideration treats parallelism as a
primitive notion. To my mind, the most satisfying approach in this setting
is to isolate a collection of axioms that explicitly characterize the relevant
properties of the parallel composition operator. (See, e.g., [26, 31] for the
application of an alternative, very ingenious approach to the problem.) One
of the earliest examples of such a set of laws is given by
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Result 5 (Hennessy [44]) Hennessy’s axiomatization of the relation of
timed congruence (also known as split-2 congruence) over a recursion-free
process language.

This result was published in 1988 by the SIAM Journal on Computing, but
was actually obtained in 1981–1982. In particular, I am quite partial to the
decomposition result that underlies the completeness proof. This is an ex-
ample of a result that very few researchers cared about when it was obtained
(see the publication delay!), but that became fashionable and relevant at the
heyday of the study of non-interleaving equivalences for process description
languages. This is also an example of a result whose “proof” employs tech-
niques that are, I believe, seminal, but whose statement turned out to be
incorrect—more precisely, one of the proposed axioms is not sound (see, e.g.
[3] for a general discussion of this problem, and a correct proof of Hennessy’s
result). To my mind, this does not diminish the importance of the contribu-
tion to the research area, and I still recall the astonishment—maybe common
amongst PhD. students—I had when I read that paper the first time at the
mere thought that somebody could have proven such a result.

Result 6 (Fokkink [34]) The completeness proof for bisimulation equiva-
lence over BPA∗ published by Fokkink in op. cit.

This completeness theorem was first proven by Fokkink and Zantema in [35],
but the proof presented in [34] is probably the “Book Proof” for that result.
Its main interest lies in the wealth of proof techniques that it introduces,
which have turned out to be useful in establishing related results—see, e.g.,
[7, 29, 30].

Problem 6 Is bisimulation equivalence finitely based over the language ob-
tained by adding the empty process to BPA∗?

Problem 7 Give an equational axiomatization of bisimulation equivalence
over the language BPA∗

δ obtained by adding the constant δ to BPA∗?
Conway showed in [28] that any equational axiomatization for the lan-

guage of regular expressions must contain an infinite number of equations in
two or more variables. Does the same hold for equational axiomatizations of
bisimulation equivalence over the language BPA∗

δ?

3.2 Negative Results

Christos Papadimitriou once wrote in [65, Page 2] that “negative results are
the only possible self-contained theoretical results”, and I often like to cite
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him to “justify” my partiality towards negative results pertaining to the non-
existence of finite equational axiomatizations for behavioural equivalences
over process description languages. Amongst the extant such results, I would
like to mention here

Result 7 (Moller [62, 63]) Moller’s proofs of non-finite axiomatizability
for bisimulation equivalence over CCS and over PA without the left-merge.

To the best of my knowledge, these were the first such results in process the-
ory, and offered a powerful demonstration of the usefulness of proof theoretic
techniques in proofs of non-finite axiomatizability for behavioural equiva-
lences over process algebras. Indeed, most of the proofs of such negative
results in process algebra I know of have used proof theoretic techniques
(two exceptions are the menagerie of non-finite axiomatizability results over
BPA∗ for all of the behavioural congruences in between ready simulation
and completed traces offered in [8]—that are based on Conway’s results for
regular expressions [28]—, and the toy result for trace and simulation equiva-
lence over BPA with a singleton action set [5, 6]—that, despite its toy nature,
has a rather non-trivial proof, if I may say so). Moller’s proofs use a very
neat unique decomposition result for processes. It is quite remarkable, albeit
maybe not wholly unexpected, how useful decomposition results turn out to
be in very different settings!

The interested reader will find further examples of non-finite axiomatiz-
ability results in, e.g., [9, 22, 74]. The last of these references is notable in
that it deals with a language with finite-state recursive definitions.

Problem 8 Are the left merge and communication merge operators neces-
sary to obtain a finite axiomatization of strong bisimulation equivalence? Can
one obtain a finite axiomatization by adding only one binary operator to the
signature of CCS? In particular, does bisimulation equivalence admit a finite
equational axiomatization over the language obtained by adding Hennessy’s
auxiliary operator from [44] to CCS?1

Problem 9 Give a model theoretic proof of Moller’s theorem.

Problem 10 Can one prove that observation congruence is also not finitely
based over CCS?

Problem 11 Can one come up with sufficient conditions of a reasonably
general nature (be they syntactic or semantic) that ensure that bisimulation
equivalence is finitely based?

1As was recently pointed out to me by Jos Baeten and Rob van Glabbeek, it is cer-
tainly possible to obtain a finite axiomatization of (strong/weak/branching) bisimulation
congruence by adding one ternary operator to the signature of CCS.
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Problem 12 Is it decidable whether a “finite process language” is finitely
based modulo bisimulation equivalence? (This requires some sort of charac-
terization of a process language.) See McKenzie’s solution to Tarski’s cele-
brated finite basis problem in [57].

4 SOS Theory

Structural operational semantics [68] has played a key role in the development
of the theory of process algebras. Moreover, it has been a key tool in the
development of the meta-theory of process description languages by providing
the technical framework for the generalization of results proven for many
different specific process algebras to families of such languages—see [10] for
a survey of these results.

Amongst the wealth of theorems that have been developed in this field
of research, let me mention a result that was ahead of its time, and offered
the blueprint for a series of developments that became very popular from the
late 1980’s onwards.

Result 8 (de Simone [75]) Expressive completeness modulo FH-equivalence
of Meije-SCCS with respect to the collection of operators that can be described
using rules in de Simone’s format.

This result offers possibly the main example of a process algebra, viz. Meije
[14], whose design was explicitly guided by a deep analysis of expressiveness
considerations. Variants on de Simone’s original result are reported in, e.g.,
[38, 50, 67, 83]. The use of FH-bisimulation—essentially a notion of bisimula-
tion that can be defined directly over open terms, using derived SOS rules for
contexts as formal hypotheses—in the aforementioned result of de Simone’s
also offered a sound, albeit incomplete, technique for establishing the valid-
ity of equations modulo bisimulation equivalence over de Simone languages.
This work was the precursor of that on contexts as action transducers devel-
oped in, e.g., [54, 84]. I have the feeling that there is still life in the search
for bisimulation-like proof techniques that apply to more generous formats of
SOS transition rules for establishing validity of equations using “operational
rules as transitions”, and this leads me to formulate the following

Problem 13 Devise variations on FH-bisimulation that apply to formats of
operational rules like the tyft/tyxt format [42], and formats allowing for the
use of predicates [85].

In order to support compositional reasoning techniques, and indeed to be
considered as a reasonable notion of equality, behavioural relations over pro-
cess algebras ought to be preserved by the operators in the language under
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consideration. Establishing such congruence results for different languages
and behavioural relations has been a major enterprise in process algebra
research. The commonalities amongst many congruence results for bisimula-
tion equivalence was highlighted by the following key result

Result 9 (Groote and Vaandrager [42]) Bisimulation equivalence is pre-
served by operators whose operational semantics is given by rules in the
tyft/tyxt format. Moreover, the largest congruence contained in completed
trace equivalence with respect to that format is 2-nested simulation equiva-
lence.

Together with [23], this paper has generated a veritable industry of results
on the meta-theory of SOS and process algebras. (See [10] for a mention
of some of these achievements and pointers to the original literature.) The
proof techniques used in these results were extremely ingenious, and have
paved the way to many similar developments. Again, the role played by
the modal characterizations of behavioural equivalences in the proof of the
characterizations of the largest congruences is remarkable.

5 Expressiveness Results

One of the classic topics in the theory of computation that is taught in
most Computer Science curricula is the Chomsky hierarchy of languages, and
the connection between classes of languages and the simplest machines that
recognize them. These results are prime examples of expressiveness results,
and have their counterparts in process algebra. Indeed, the study of the
expressiveness of process algebras has a rather long history, and its continuing
role in the development of this field of research is witnessed, for instance, by
a workshop that is entirely devoted to expressiveness in concurrency, and
whose tenth edition took place in September 2003.

Naturally enough, all full blown process algebras are Turing complete, and
results to this effect have been amongst the earliest expressiveness theorems
in the field. However, as argued eloquently in, e.g., [83], there are other
important, and perhaps more interesting, measures of the expressiveness of
fragments of process algebras. One of them we have already met in Result 8,
viz. the characterization of the collection of operators that can be denoted in
a given language modulo bisimulation equivalence. Another measure of the
expressiveness of a language, and the one I would like to focus on here, is
the study of the collection of processes that can be described using it. Early
results in this area that still stand out for the very ingenious proofs needed
to establish them are:
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Result 10 (Bergstra and Klop [18]) Bergstra and Klop’s theorems to the
effect that, modulo strong bisimulation equivalence, there is

1. a process, viz. a stack or a counter over a finite data type, that is
recursively definable over BPA but not over the regular fragment of
CCS,

2. a process, viz. a bag over a finite data type with cardinality at least two,
that is finitely definable over PA but not over BPA, and

3. a process over a binary action alphabet that is finitely definable over
ACP but not over PA.

Further undefinability results of this type may be found, for example, in [15,
16, 83]. A general Chomsky-like hierarchy of process languages has been first
proposed by Moller in [64], and further refined by Mayr in [56].

Problem 14 Establish many more expressiveness results that offer insight
on the power of different process description languages, and of the features
they are based on.

6 Connections with Automata and Formal

Language Theory

The behaviour of processes can be described by labelled transition systems,
which, in some form or the other, are also one of the objects of study in the
classic theory of automata and formal languages. Moreover, the usefulness
of algebraic techniques has long been recognized in automata theory, a field
that arguably uses much more sophisticated notions and results from algebra
than our own. (See, e.g., the monograph [81] for a survey of topics in alge-
braic automata theory, and a taste of the algebraic results used in this line
of research.) It is therefore not overly surprising that there are connections
between these fields of theoretical computer science. To highlight the con-
nections, and the differences, between automata theory and process algebra,
I would like to close this note by mentioning two results pertaining to decid-
ability of behavioural equivalences over classes of infinite state processes and
to axiomatic issues related to the theory of languages.

A classic result in automata theory is the fact that language equivalence
for context-free languages is undecidable (see, e.g., [48] for a textbook pre-
sentation). That bisimulation equivalence for context-free processes enjoys
different decidability properties was first highlighted by
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Result 11 (Baeten, Bergstra and Klop [17]) Baeten, Bergstra and
Klop’s theorem to the effect that strong bisimulation equivalence is decidable
for context-free processes without redundant nonterminals.

This surprising result spurred a flurry of research activity studying the de-
cidability properties of behavioural equivalences in the linear time-branching
time spectrum over classes of infinite state processes, and mapping the ter-
ritory between decidable and undecidable equivalence problems. (See the
references [27, 76] for excellent overviews of the wealth of results achieved in
this line of study.)

Techniques from the field of process algebra have also been used with
remarkable effect to improve upon, or simplify, extant results in automata
and formal language theory. I limit myself to mentioning two examples of
these applications here.

Hirshfeld, Jerrum and Moller have shown in [47] that strong bisimulation
equivalence is decidable in polynomial time over normed BPA. Since strong
bisimulation equivalence coincides with language equivalence over determin-
istic processes, this result dramatically improves upon the doubly exponen-
tial upper bound for the equivalence problem for deterministic context-free
grammars established by Korenjak and Hopcroft in [51].

A mixture of techniques developed in concurrency and language theory
have been employed by Stirling in [79], where he offered a simplification of
Sénizergues’ remarkable proof from [73] of the decidability of the equivalence
problem for deterministic pushdown automata. (Sénizergues was awarded the
2002 Gödel prize for this achievement.) In subsequent work presented in [80],
Stirling established a primitive recursive upper bound for this problem.

Problem 15 Is weak bisimulation equivalence decidable over BPA and BPP?

Problem 16 Is strong bisimulation equivalence decidable over the language
PA? Hirshfeld and Jerrum have shown in [46] that the answer is positive for
normed PA.

Given the role that axiomatic results have played in this note, it is perhaps
fitting for me to bring it to a close by mentioning

Result 12 (Tschantz [82]) Tschantz’s axiomatization of the theory of lan-
guages over concatenation and shuffle.

Where is the theory of processes there, you may ask? Well, to prove this result
Steven Tschantz (a pure mathematician at Vanderbilt University) essentially
rediscovered the concept of pomset [69]—a model of concurrency based on
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partial orders whose algebraic aspects have been investigated by Gischer in
[36]—, and his proof can be phrased in terms of what some of us would call
ST-trace equivalence [40].

Techniques from classic formal language theory have been used in process
theory—see, e.g., the Conway type arguments in [8, 36] to name but two
examples. I expect that more interaction between the two fields would lead
to a useful synergy.

Problem 17 Can process algebraic techniques be brought to bear on schedul-
ing problems, and cost optimality problems? These are currently tackled
purely using automata, and that’s great, but in formal language theory regular
expressions with multiplicities over semirings play a role, they allow one to
define measures of non-determinism in automata etc. Can we contribute?

The mention of this last result brings me back to the first research meeting
I ever attended, viz. the workshop on Concurrency and Compositionality
organized in 1988 in Königswinter by van Glabbeek, Goltz and Olderog. It
is there that I heard Pratt ask the question that led to Result 12, and met,
for the first time, many of the players that have shaped the field of process
algebra. I hope that, by writing this note, I have not done a disservice to
their work and to the field.

Acknowledgments. I thank all of my co-authors and colleagues who have
taught me the little I know about this fascinating field of research. Jos
Baeten, Wan Fokkink and Jǐŕı Srba offered incisive comments on previous
drafts of this paper. The opinions expressed in this note, and any infelicity
herein, are solely my responsibility.
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