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Abstract

In this thesis we study the Input/Output (I/O) complexity of large-scale problems arising
e.g. in the areas of database systems, geographic information systems, VLSI design systems
and computer graphics, and design I/O-efficient algorithms for them.

A general theme in our work is to design I/O-efficient algorithms through the design
of I/O-efficient data structures. One of our philosophies is to try to isolate all the I/O
specific parts of an algorithm in the data structures, that is, to try to design I/O algorithms
from internal memory algorithms by exchanging the data structures used in internal memory
with their external memory counterparts. The results in the thesis include a technique for
transforming an internal memory tree data structure into an external data structure which
can be used in a batched dynamic setting, that is, a setting where we for example do not
require that the result of a search operation is returned immediately. Using this technique
we develop batched dynamic external versions of the (one-dimensional) range-tree and the
segment-tree and we develop an external priority queue. Following our general philosophy
we show how these structures can be used in standard internal memory sorting algorithms
and algorithms for problems involving geometric objects. The latter has applications to VLSI
design. Using the priority queue we improve upon known I/O algorithms for fundamental
graph problems, and develop new efficient algorithms for the graph-related problem of ordered
binary-decision diagram manipulation. Ordered binary-decision diagrams are the state-of-
the-art data structure for boolean function manipulation and they are extensively used in
large-scale applications like logic circuit verification.

Combining our batched dynamic segment tree with the novel technique of external-
memory fractional cascading we develop I/O-efficient algorithms for a large number of ge-
ometric problems involving line segments in the plane, with applications to geographic infor-
mations systems. Such systems frequently handle huge amounts of spatial data and thus they
require good use of external-memory techniques.

We also manage to use the ideas in the batched dynamic segment tree to develop “on-line”
external data structures for a special case of two-dimensional range searching with applications
to databases and constraint logic programming. We develop an on-line external version of
the segment tree, which improves upon the previously best known such structure, and an
optimal on-line external version of the interval tree. The last result settles an important open
problem in databases and I/O algorithms. In order to develop these structure we use a novel
balancing technique for search trees which can be regarded as weight-balancing of B-trees.

Finally, we develop a technique for transforming internal memory lower bounds to lower
bounds in the I/O model, and we prove that our new ordered binary-decision diagram ma-
nipulation algorithms are asymptotically optimal among a class of algorithms that include all
know manipulation algorithms.
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Chapter 1

Introduction

The difference in speed between modern CPU and disk technologies is analogous to the
difference in speed in sharpening a pencil by using a sharpener on one’s desk or by taking an

airplane to the other side of the world and using a sharpener on someone else’s desk
D. Cormer1

Traditionally when designing computer programs people have focused on the minimization
of the internal computation time and ignored the time spent on Input/Output (I/O). Theo-
retically one of the most commonly used machine models when designing algorithms is the
Random Access Machine (RAM) (see e.g. [6, 125]). One main feature of the RAM model is
that its memory consists of an (infinite) array, and that any entry in the array can be accessed
at the same (constant) cost. Also in practice most programmers conceptually write programs
on a machine model like the RAM. In an UNIX environment for example the programmer
thinks of the machine as consisting of a processor and a huge (“infinite”) memory where
the contents of each memory cell can be accessed at the same cost (Figure 1.1). The task
of moving data in and out of the limited main memory is then entrusted to the operating
system. However, in practice there is a huge difference in access time of fast internal memory
and slower external memory such as disks. While typical access time of main memory is
measured in nano seconds, a typical access time of a disk is on the order of milli seconds [45].
So roughly speaking there is a factor of a million in difference in the access time of internal
and external memory, and therefore the assumption that every memory cell can be accessed
at the same cost is questionable, to say the least!

In many modern large-scale applications the communication between internal and external
memory, and not the internal computation time, is actually the bottleneck in the computa-
tion. Examples of large-scale applications can e.g. be found in database systems [79, 110],
spatial databases and geographic information systems (GIS) [52, 70, 84, 114, 124], VLSI ver-
ification [17], constraint logic programming [78, 79], computer graphics and virtual reality
systems [60, 114], computational biology [135], physics and geophysics [47, 129] and in mete-
orology [47]. The amount of data manipulated in such applications is too large to fit in main
memory and must reside on disk, hence the I/O communication can become a very severe
bottleneck. A good example is NASA’s EOS project GIS system [52], which is expected to
manipulate petabytes (thousands of terabytes, or millions of gigabytes) of data!

The effect of the I/O bottleneck is getting more pronounced as internal computation gets
faster, and especially as parallel computing gains popularity [107]. Currently, technological

1Cited in [34]
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Figure 1.1: A RAM-like machine model. Figure 1.2: A more realistic model.

advances are increasing CPU speeds at an annual rate of 40–60% while disk transfer rates are
only increasing by 7–10% annually [113]. Internal memory sizes are also increasing, but not
nearly fast enough to meet the needs of important large-scale applications.

Modern operating systems try to minimize the effect of the I/O bottleneck by using sophis-
ticated paging and prefetching strategies in order to assure that data is present in internal
memory when it is accessed. However, these strategies are general purpose in nature and
therefore they cannot take full advantage of the properties of a specific problem. Instead we
could hope to design more efficient algorithms by explicitly considering the I/O communica-
tion when designing algorithms for specific problems. This could e.g. be done by designing
algorithms for a model where the memory system consists of a main memory of limited size
and a number of external memory devices (Figure 1.2), and where the memory access time
depends on the type of memory accessed. Algorithms designed for such a model are often
called external-memory (or I/O) algorithms.

In this thesis we study the I/O complexity of problems from several of the above mentioned
areas and design efficient external-memory algorithms for them.

1.1 The Parallel Disk Model

Accurately modeling memory and disk systems is a complex task [113]. The primary feature
of disks that we want to model is their extremely long access time relative to that of internal
memory. In order to amortize the access time over a large amount of data, typical disks read
or write large blocks of contiguous data at once. Therefore we use a theoretical model defined
in [5] with the following parameters:

N = number of elements in the problem instance;
M = number of elements that can fit into internal memory;
B = number of elements per disk block;

where M < N and 1 ≤ B ≤M/2.
In order to study the performance of external-memory algorithms, we use the standard

notion of I/O complexity [5]. We define an Input/Output (I/O) operation to be the process of
simultaneously reading or writing a block of B contiguous data elements to or from the disk.
As I/O communication is our primary concern, we define the I/O complexity of an algorithm
simply to be the number of I/Os it performs. Thus the I/O complexity of reading all of the
input data is equal to N/B. Internal computation is free in the model. Depending on the

2
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Figure 1.3: A “real” machine with typical memory and block sizes [45].

size of the data elements, typical values for workstations and file servers in production today
are on the order of M = 106 or 107 and B = 103. Large-scale problem instances can be in
the range N = 1010 to N = 1012.

An increasingly popular approach to further increase the throughput of the I/O system is
to use a number of disks in parallel [63, 65, 133]. Several authors have considered an extension
of the above model with a parameter D denoting the number of disks in the system [19, 98,
99, 100, 133]. In the parallel disk model [133] one can read or write one block from each of
the D disks simultaneously in one I/O. The number of disks D range up to 102 in current
disk arrays.

Our I/O model corresponds to the one shown in Figure 1.2, where we only count the
number of blocks of B elements moved across the dashed line. Of course the model is mainly
designed for theoretical considerations and is thus very simple in comparison with a real
system. For example one cannot always ignore internal computation time and one could
try to model more accurately the fact that (in single user systems at least) reading a block
from disk in most cases decreases the cost of reading the block succeeding it. Also today the
memory of a real machine is typically made up of not only two but several levels of memory
(e.g. on-chip data and instruction cache, secondary cache, main memory and disk) between
which data are moved in blocks (Figure 1.3). The memory in such a hierarchy gets larger
and slower the further away from the processor one gets, but as the access time of the disk is
extremely large compared to that of all the other memories in the hierarchy one can in most
practical situations restrict the attention to the two level case. Thus the parallel disk model
captures the most essential parameters of the I/O systems in use today, and theoretical results
in the model can help to gain valuable insight. This is supported by experimental results which
show that implementing algorithms designed for the model can lead to significant runtime
improvements in practice [40, 41, 126, 129].

Finally, it should be mentioned that several authors have considered extended theoretical
models that try to model the hierarchical nature of the memory of real machines [1, 2, 3, 4,
7, 77, 116, 131, 132, 134], but such models quickly become theoretically very complicated due
to the large number of parameters. Therefore only very basic problems like sorting have been
considered in these models.
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1.2 Outline of the Thesis

The rest of this thesis consists of two parts. The first part contains a survey of important
results in the area of I/O algorithms and I/O complexity, with special emphasis on the authors
results. The second part contains the authors results in the form of five papers. These papers
are:

[Buffer] The Buffer Tree: A New Technique for Optimal I/O-Algorithms

[GIS] External-Memory Algorithms for Processing Line Segments in Geographic
Information Systems (co-authored with Vengroff and Vitter)

[Interval] Optimal Dynamic Interval Management in External Memory
(co-authored with Vitter)

[OBDD] The I/O-Complexity of Ordered Binary-Decision Diagram Manipulation

[LowB] A General Lower Bound on the I/O-Complexity of Comparison-based
Algorithms (co-authored with Knudsen and Larsen)

Extended abstract versions of the papers have appeared in [11, 15, 16, 12, 13]. In the
survey we refer to the papers as indicated above.

The survey part of the thesis is divided into four chapters. In Chapter 2 we discuss
basic paradigms for designing I/O-efficient algorithms and I/O complexity of fundamental
problems. This leads to a survey of external-memory results in computational geometry
(Chapter 3) and in graph algorithms (Chapter 4). Finally, Chapter 5 contains conclusions.

Throughout the first part we give a high level presentation of ideas and results without
giving too many details. The reader is referred to the papers for details. We shall restrict
the discussion to the one-disk model (D = 1). Many of the results can be modified to work
in the D-disk model, however, for at least one prominent example this is not true [GIS].

4
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Survey of Important I/O Results
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Chapter 2

Fundamental Problems and
Paradigms

640K ought to be enough for anybody
B. Gates1

In this chapter we first consider basic paradigms for designing I/O-efficient algorithms and
then address the question of lower bounds in the I/O model. Early work on I/O complexity
concentrated on sorting and sorting related problems. Initial theoretical work was done by
Floyd [59] and by Hong and Kung [72] who studied matrix transposition and fast Fourier
transformation in restricted I/O models. The general I/O model was introduced by Aggarwal
and Vitter [5] and the notion of parallel disks was introduced by Vitter and Shriver [133].
The latter papers also deal with fundamental problems such as permutation, sorting and
matrix transposition. The problem of implementing various classes of permutations has
been addressed in [47, 48, 50]. More recently researchers have moved on to more special-
ized problems in the computational geometry [11, 15, 34, 40, 67, 74, 79, 110, 121, 130, 137],
graph [12, 40, 42, 97] and string areas [44, 56, 57].

As already mentioned the number of I/O operations needed to read the entire input is
N/B and for convenience we call this quotient n. We use the term scanning to describe
the fundamental primitive of reading (or writing) all elements in a set stored contiguously
in external memory by reading (or writing) the blocks of the set in a sequential manner in
O(n) I/Os. Furthermore, we say that an algorithm uses a linear number of I/O operations
if it uses O(n) I/Os. Similarly, we introduce m = M/B which is the number of blocks that
fits in internal memory. Aggarwal and Vitter [5] showed that the number of I/O operations
needed to sort N elements is Ω(n logm n), which is then the external-memory equivalent of
the well-known Ω(N log2 N ) internal-memory bound.2 Taking a closer look at the bound for
typical values of B and M reveals that because of the large base of the logarithm, logm n is
less than 3 or 4 for all realistic values of N and m. Thus in practice the important term is the
B-term in the denominator of the O(n logm n) = O(NB logm n) bound. As typical values of B
are measured in thousands, an improvement from an Ω(N ) (which we will see is the worst
case I/O performance of many internal-memory algorithms) to the sorting bound O(n logm n)
can be really significant in practice.

1In 1981.
2We define logm n = max{1, logn/ logm}.
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In Section 2.1 we describe the basic paradigms for designing efficient I/O algorithms.
Section 2.2 then contains a further discussion of the I/O complexity of fundamental problems
like sorting and permuting.

2.1 Basic Paradigms for Designing I/O-efficient Algorithms

Originally Aggarwal and Vitter [5] presented two basic “paradigms” for designing I/O-efficient
algorithms; the merging and the distribution paradigms. In Section 2.1.1 and 2.1.2 we demon-
strate the main idea in these paradigms by showing how to sort N elements in the optimal
number of I/Os. Another important paradigm is to construct I/O-efficient versions of com-
monly used data structures. This enables the transformation of efficient internal-memory
algorithms to efficient I/O-algorithms by exchanging the data structures used in the internal
algorithms with the external data structures. This approach has the extra benefit of isolating
the I/O-specific parts of an algorithm in the data structures. We call the paradigm the data
structuring paradigm and in Section 2.1.3 we illustrate it by way of the so called buffer tree
designed in [Buffer]. As demonstrated in Chapter 3 and 4, I/O-efficient data structures turn
out to be a very powerful tool in the development of efficient I/O algorithms.

2.1.1 Merge Sort

External merge sort is a generalization of internal merge sort. First N/M (= n/m) sorted
“runs” are formed by repeatedly filling up the internal memory, sorting the elements, and
writing them back to disk. This requires O(n) I/Os. Next m runs are continually merged
together into a longer sorted run, until we end up with one sorted run containing all the
elements—Figure 2.1. The crucial property is that we can merge m runs together in a linear
number of I/Os. To do so we simply load a block from each of the runs and collect and output
the B smallest elements. We continue this process until we have processed all elements in
all runs, loading a new block from a run every time a block becomes empty. Since there
are O(logm n/m) = O(logm n) levels in the merge process, and since we only use O(n) I/O
operations on each level, we obtain the optimal O(n logm n) algorithm.

One example of the use of the merging paradigm can be found in [LowB] where we develop
an optimal algorithm for the problem of removing duplicates from a multiset, an important
problem in e.g. relational database systems where the amount of data manipulated indeed
can get very large.

N
M

= n
m

runs

N items

n
m2 runs

n
m3 runs

1 = n
mi

runs

N items

√
m buckets

(
√
m)2 buckets

Size of bucket is M

Figure 2.1: Merge sort. Figure 2.2: Distribution sort.
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2.1.2 Distribution Sort

External distribution sort is in a sense the reverse of merge sort and the external-memory
equivalent of quick sort. Like in merge sort the distribution sort algorithm consists of a
number of levels each using a linear number of I/Os. However, instead of repeatedly merging
m run together, we repeatedly distribute the elements in a “bucket” into m smaller “buckets”
of approximately equal size. All elements in the first of these smaller buckets are smaller than
all the elements in the second bucket and so on. The process continues until the elements
in a bucket fit in internal memory, in which case the bucket is sorted using an internal-
memory sorting algorithm. The sorted sequence is then obtained by appending the small
sorted buckets.

Like m-way merge, m-way distribution can also be performed in a linear number of I/Os,
by just keeping a block in internal memory for each of the buckets we are distributing el-
ements into. However, for “technical” reasons the distribution is only done

√
m-way—see

Figure 2.2. Otherwise one cannot produce the partition elements needed to distribute the
elements in a bucket in a linear number of I/Os [5]. Actually the partition elements are
produced using a rather complicated algorithm based on the linear time internal-memory
selection algorithm [29]. However, even with the smaller distribution factor the distribu-
tion sort algorithm still runs in the asymptotically optimal O(n log√m n) = O(n logm n) I/O
operations.

The distribution sort paradigm is definitely the most powerful of the two paradigms. As a
first application we can mention the optimal algorithm developed in [LowB] for the problem
of finding the mode—the most frequently occurring element—of a multiset.

Both the distribution sort and merge sort algorithms demonstrate two of the most fun-
damental and useful features of the I/O-model, which is used repeatedly when designing I/O
algorithms. First the fact that we can do m-way merging or distribution in a linear number
of I/O operations, and secondly that we can solve a complicated problem in a linear number
of I/Os if it fits in internal memory. In the two algorithms the sorting of a memory load is
an example of the last feature, which is also connected with what is normally referred to as
“locality of reference”—one should try to work on data in chunks of the block (or internal
memory) size, and do as much work as possible on data once it is loaded into internal memory.

2.1.3 Buffer Tree Sort

We can sort N elements in internal memory in O(N log2N ) time using what one could call
tree sort or priority queue sort , using a search tree or a priority queue in the obvious way. The
standard search tree structure for external memory is the B-tree [21, 51, 82]. On this structure
insert, delete, deletemin and search operations can be performed in O(logB n) I/Os. Thus
using this structure in the standard algorithms results in O(N logB n) I/O sorting algorithms.
This result is non optimal as the logarithm is base B rather than m, but more importantly it
is a factor of B away from optimal because of the N rather than n in front of the logarithm.
As mentioned above this factor can be very significant in practice. The inefficiency is a
consequence of the fact that the B-tree is designed to be used in an “on-line” setting, where
queries should be answered immediately and within a good worst-case number of I/Os, and
thus updates and queries are handled on an individual basis. This way one is not able to take
full advantage of the large internal memory. Actually, using a decision tree like argument
as in [79], one can easily show that the search bound is indeed optimal in such an “on-

9



line” setting. This fact seems to have been the main reason for many researchers [5, 42, 67]
to develop I/O algorithms, and special techniques for designing I/O algorithms, instead of
trying to develop and use external data structures.

However in “off-line” environments where we are only interested in the overall I/O use
of a series of operations on the involved data structures, and where we are willing to relax
the demands on the search operations, we could hope to develop data structures on which
a series of N operations could be performed in O(n logm n) I/Os in total. This is precisely
what is done in [Buffer]. Below we sketch the basic tree structure developed using what is
called the buffer tree technique. The structure can be used in the normal tree sort algorithm,
and we also sketch how the structure can be used to develop an I/O-efficient external priority
queue. In later sections we will discuss extensions and applications of these structures as well
as other structures developed using the general technique.

Basically the buffer tree is a tree structure with fan-out Θ(m) built on top of n leaves, each
containing B of the elements stored in the structure. Thus the tree has height O(logm n)—
refer to Figure 2.3. A buffer of size Θ(m) blocks is assigned to each internal node and
operations on the structure are done in a “lazy” manner. On insertion of an element we
do not right away search all the way down the tree to find the place among the leaves to
insert the element. Instead, we wait until we have collected a block of insertions, and then
we insert this block in the buffer of the root (which is stored on disk). When a buffer “runs
full” its element are “pushed” one level down to buffers on the next level. We call this a
buffer-emptying process and it is basically performed as a distribution step, i.e. by loading
the elements into internal memory, sorting them, and writing them back to the appropriate
buffers on the next level. If the buffer of any of the nodes on the next level becomes full the
buffer-emptying process is applied recursively. The main point is now that we can perform
the buffer-emptying process in O(m) I/Os, because the elements in a buffer fit in memory
and because the fan-out of the structure is Θ(m). The latter means that at most O(m) I/Os
is used on distributing non-full blocks. As Θ(m) blocks are pushed one level down the tree in
a buffer-emptying process, every block is touched at most a constant number of times on each
of the O(logm n) levels of the tree. Thus it is easy to show, using an amortization argument,
that a series of N insertions can be done in O(n logm n) I/Os. This corresponds to performing
one insertion in O( logm n

B ) I/Os amortized. Deletions can be handled using similar ideas. We
also need to consider rebalancing of the tree, that is, what to do when an insert or delete
reaches a leaf. In [Buffer] we show that by using an (a, b)-tree [73] as the basic tree structure,
rebalancing can also be handled in the mentioned I/O bound.

In order to use the structure in a sorting algorithm we need an operation that reports all

O(logm n)

B

Θ(m) blocks

Θ(m)

Figure 2.3: Buffer tree.
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the elements in the tree in sorted order. To do so we first empty all buffers in the tree. As
the number of internal nodes is O(n/m) this can easily be done in O(n) I/Os. After this all
the elements are in the leaves and can be reported in sorted order using a simple scan.

Using the buffer idea we have obtained a structure with the operations needed to sort
N elements optimally with precisely the same tree sort algorithm as can be used in internal
memory. This means that we have reached our goal of hiding the I/O-specific parts of the
algorithm in the data structure. In [Buffer] we show how to use the buffer tree structure to
develop an external-memory priority queue. Normally, we can use a search-tree structure to
implement a priority queue because we know that the smallest element in a search-tree is in the
leftmost leaf. The same strategy can be used to implement an external priority queue based
on the buffer tree. However, in the buffer tree we cannot be sure that the smallest element
is in the leftmost leaf, since there can be smaller elements in the buffers of the nodes on the
leftmost path. There is, however, a simple strategy for performing a deletemin operation
in the desired amortized I/O bound. When we want to perform a deletemin operation, we
simply do a buffer-emptying process on all nodes on the path from the root to the leftmost
leaf. This requires O(m · logm n) I/Os. Now we can be sure not only that the leftmost leaf
consists of the B smallest elements, but also that the Θ(m · B) = Θ(M) smallest elements
in the tree are in the Θ(m) leftmost leaves. Thus we can delete these elements and keep
them in internal memory. In this way we can answer the next Θ(M) deletemin operations
without performing any I/Os. Of course we then have to check insertions against the minimal
elements in internal memory, but that can also be done without doing any I/Os. Thus our
deletemin operation uses O( logm n

B ) I/Os amortized. Apart the ability to sort optimally with
yet another well-known algorithm, the external priority queue will come in handy later on,
especially in Chapter 4 where we discuss external-memory graph algorithms.

2.2 Lower Bounds and Complexity of Fundamental Problems

As already mentioned Aggarwal and Vitter [5] proved that the number of I/O operations
needed to sort N elements is Ω(n logm n). Furthermore, they showed that the number of I/Os
needed to rearrange N elements according to a given permutation is Ω(min{N, n logm n}).
For simplicity one normally writes sort(N ) and perm(N ) for n logm n and min{N, n logm n},
respectively, suppressing m (and thus B) and only mentioning the main parameter N .

The basic idea in the proof of the perm(N ) permutation lower bound is to count how
many permutations can be generated with a given number of I/O operations and compare
this number to N ! As permutation is a special case of sorting the lower bound obtained this
way also applies to sorting. As already discussed logm n is very small in practice, which means
that the sorting term in the permutation bound will be smaller thanN in all realistic cases. In
this case perm(N ) = sort(N ) and the problem of permutation is as hard as the more general
problem of sorting. Thus the dominant component of sorting in this case is the routing of the
elements, and not the determination of their order. For extremely small values of M and B
the permutation bound becomes N , and the optimal permutation algorithm is equivalent to
moving the elements one at a time using one I/O on each element. However, assuming the
comparison model in internal memory and using an adversary argument, Aggarwal and Vitter
proved that the Ω(n logm n) lower bound still holds for sorting in this case. Thus for small
values of M and B the specific knowledge of what goes where makes the problem of permuting
easier than sorting. That one in most cases needs to sort to perform a given permutation
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is one of the important features that distinguishes the I/O model from an internal memory
model. As we will discuss in Chapter 4 this becomes very prominent when considering graph
problems.

2.2.1 Transforming Lower Bounds

In [LowB] we assume the comparison model in internal memory for all values of M and B.
This allows us to design a general method for transforming an I/O algorithm into an internal-
memory algorithm, such that the number of comparisons used to solve a given problem
instance is bounded by some function of the number of I/Os used to solve the same problem
instance. Using this general construction internal-memory comparison lower bounds can be
transformed into I/O lower bounds. More precisely we prove that given an I/O algorithm that
solves a given problem using I/O(x) I/Os on the input instance x, there exists an ordinary
internal-memory comparison algorithm that uses no more than n logB+I/O(x) ·Tmerge(M −
B,B) comparisons on x. Tmerge(s, t) denotes the number of comparisons needed to merge two
sorted lists of size s and t.

The main idea in the proof is the following. We define what we call an I/O-tree to be an
ordinary decision-tree extended with I/O-nodes. We define the tree in such a way that removal
of the I/O-nodes results in an ordinary comparison tree solving the same problem. The proof
then corresponds to constructing an algorithm that transforms a given I/O-tree to another
I/O-tree, such that the number of comparisons on every path from the root to a leaf is bounded
by a function of the number of I/O-nodes on the corresponding path in the original I/O-tree.
The main idea in the transformation is to establish the total order of the elements in internal
memory after every I/O-operation. Thus we modify the original I/O-tree by replacing the
comparisons between I/O-nodes with a tree that performs all comparisons needed to obtain a
total ordering of the elements in internal memory. We apply this transformation inductively
from the topmost “comparison-subtree” and downwards. The main property we use to obtain
the total order after each I/O is that we already know the total order of the M−B elements in
main memory which are unaffected by the I/O. Thus we can obtain the total order by sorting
the B new elements and merging them into the old elements. The construction results in a new
I/O-tree which is equivalent to the old one. Furthermore, the number of comparison-nodes
on a path in the new tree is bounded by the number of I/O-nodes on the path multiplied with
the number of comparisons required to do the merge. Removing the I/O-nodes now results
in a comparison-tree with the desired relation to the original I/O-tree.

Using the transformation technique we immediately obtain an alternative proof of the
sorting I/O lower bound in the comparison I/O model as well as lower bounds on a number
of set problems. We also obtain lower bounds on the duplicate removal and mode multiset
problems mentioned previously, which show that the algorithms developed in [LowB] using
the merge and distribution paradigms are asymptotically optimal.
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2.3 Bibliographic Notes and Summary of our Contributions

The merge and distribution paradigms were introduced by Aggarwal and Vitter [5]. In [Buffer] we
introduce the data structuring paradigm. We develop the buffer tree and the external priority queue
and show how they can be used in the standard internal-memory algorithms for sorting. This follows
our general philosophy of trying to “hide” the I/O-specific part of an algorithm in the data structures.
The obtained sorting algorithms are optimal and are also the first algorithms that do not require all
elements to be present by the start of the algorithms.

Aggarwal and Vitter [5] proved Ω(n logm n) and Ω(min{N, n logm n}) I/O lower bounds on the
problems of sorting and permuting, respectively. In the sorting bound they assumed the comparison
model in internal memory when B and M are extremely small. In [LowB] we assume the comparison
model for all values of B and M and prove a general connection between the comparison complexity
and the I/O complexity of a problem. We use this connection to obtain lower bounds on sorting as
well as on a number of other set problems. We also prove lower bounds on two multisets problems.
We use the distribution and merge paradigms to develop non-trivial algorithms for these problems in
order to show that the lower bounds are tight.
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Chapter 3

Computational Geometry Problems

Where there is matter, there is geometry
J. Kepler

In Chapter 1 we gave examples of large-scale applications almost all of which involve ma-
nipulation of geometric data. In this section we consider external-memory algorithms for
computational geometry problems, and in order to do so we define two additional parame-
ters:

K = number of queries in the problem instance;
T = number of elements in the problem solution.

In analogy with the definition of n and m we define k = K/B and t = T/B to be respectively
the number of query blocks and number of solution element blocks.

In internal memory one can prove what might be called sorting lower bounds O(N log2 N+
T ) on a large number of important computational geometry problems. The corresponding
bound O(n logm n + t) can be obtained for the external versions of the problems either by
redoing standard proofs [14, 67], or by using the conversion result in [LowB] as discussed in
Section 2.2.1. Note however that the latter is only interesting for problems that can be solved
using comparisons only.

Computational geometry problems in external memory were first considered by Goodrich
et al. [67], who developed a number of techniques for designing I/O-efficient algorithms for
such problems. They used their techniques to develop I/O algorithms for a large number
of important problems. In internal memory the plane-sweep paradigm is a very powerful
technique for designing computational geometry algorithms, and in [67] an external-memory
version of this technique called distribution sweeping is developed. As the name suggests
the technique relies on the distribution paradigm. In [67] distribution sweeping is used to
design optimal algorithms for a large number of problems including orthogonal line segment
intersection, all nearest neighbors, pairwise rectangle intersection and batched range queries.
In [Buffer] we show how the data structuring paradigm can also be use on computational
geometry problems. We show how data structures based on the buffer tree can be used in the
standard internal-memory plane-sweep algorithm for a number of the mentioned problems,
namely orthogonal line segment intersection, pairwise rectangle intersection and batched range
queries. In [67] two techniques called batched construction of persistent B-trees and batched
filtering are also discussed, and external-memory algorithms for convex-hull construction in
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two and three dimensions are developed using the distribution paradigm. Some external com-
putational geometry results are also reported in [62, 137]. In [GIS] we design efficient I/O
algorithms for a large number of problems involving line segments in the plane by combining
the ideas of distribution sweeping, batched filtering, buffer trees and a new technique, which
can be regarded as an external-memory version of fractional cascading . Most of these prob-
lems have important applications in GIS systems, which provide a rich source of large-scale
problems.

A number of researchers have considered the design of worst-case efficient external-memory
“on-line” data structures, mainly for the range searching problem. While B-trees [21, 51, 82]
efficiently support range searching in one dimension they are inefficient in higher dimensions.
In [27, 74, 79, 110, 121, 130] data structures for (special cases of) two and three dimensional
range searching are developed. In [Interval] we develop an optimal on-line data structure
for the equally important problem of dynamic interval management. This problem is a spe-
cial case of two-dimensional range searching with applications in database systems. Range
searching is also considered in [104, 119, 120] where the problem of maintaining range trees
in external memory is considered. However, the model used in this work is different from
ours. In [34] an external on-line version of the topology tree is developed and this structure is
used to obtain structures for a number of dynamic problems, including approximate nearest
neighbor searching and closest pair maintenance.

We divide our discussion of computational geometry results in three main parts; in Sec-
tion 3.1 we discuss distribution sweeping and external plane-sweeping using buffer tree struc-
tures through the solutions to the orthogonal line segment intersection problem. In Section 3.2
we move on to the more complex line segment problems from [GIS]. Finally, we in Section 3.3
survey results on “on-line” range searching in the I/O model, including the results in [Interval].

3.1 The Orthogonal Line Segment Intersection Problem
The orthogonal line segment intersection problem is that of reporting all intersecting orthog-
onal pairs in a set of N orthogonal line segment in the plane. The problem is important in
computer graphics and VLSI design systems. In internal memory a simple optimal solution
to the problem based on the plane-sweep paradigm works as follows (refer to Figure 3.1). A
sweep with a horizontal line is made from top to bottom, and when the top endpoint of a
vertical segment is reached the segment is inserted in a balanced search tree ordered according
to x coordinate. The segment is removed again when its bottom endpoint is reached. When
a horizontal segment is reached a range query is made on the search tree in order to report
all the vertical segments intersecting the segment. As inserts and deletes can be performed
in O(log2N ) time and range querying in O(log2 N + T ′) time, where T ′ is the number of
reported segments, we obtain the optimal O(N log2N + T ) solution. As discussed in Sec-
tion 2.1.3 a simple natural external-memory modification of the plane-sweep algorithm would
be to use a B-tree as the tree data structure, but this would lead to an O(N logB n + t) I/O
solution, and we are looking for an O(n logm n+ t) I/O solution. In the next two sections we
discuss I/O-optimal solutions to the problem using the distribution sweeping and buffer tree
techniques.

3.1.1 Distribution Sweeping

Distribution sweeping [67] is a powerful technique obtained by combining the distribution
and the plane-sweep paradigms. Let us briefly sketch how it works in general. To solve
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Figure 3.1: Solution to the orthogonal
line segment intersection problem using
plane-sweep.

Figure 3.2: Solution to the orthogonal
line segment intersection problem using
distribution sweeping.

a given problem we divide the plane into m vertical slabs, each of which contains Θ(n/m)
input objects, for example points or line segment endpoints. We then perform a vertical
top to bottom sweep over all the slabs in order to locate components of the solution that
involve interaction between objects in different slabs or objects (such as line segments) that
completely span one or more slabs. The choice of m slabs ensures that one block of data
from each slab fits in main memory. To find components of the solution involving interaction
between objects residing in the same slab, the problem is then solved recursively in each slab.
The recursion stops after O(logm n/m) = O(logm n) levels when the subproblems are small
enough to fit in internal memory. In order to get an O(n logm n) algorithm we need to be
able to perform one sweep in O(n) I/Os.

Using the general technique to solve the orthogonal line segment intersection problem
results in the following algorithm (refer to Figure 3.2): We divide the plane into m slabs
and sweep from top to bottom. When a top endpoint of a vertical segment is encountered,
we insert the segment in an active list (a stack where we keep the last block in internal
memory) associated with the slab containing the segment. When a horizontal segment is
encountered we scan through all the active lists associated with the slabs it completely spans.
During this scan we know that every vertical segment in a list is either intersected by the
horizontal segment, or will not be intersected by any of the following horizontal segments
and can therefore be removed from the list. The process finds all intersections except those
between vertical segments and horizontal segments (or portions of horizontal segments) that
do not completely span vertical slabs (the solid part of the horizontal segments in Figure 3.2).
These are found after distributing the segments to the slabs, when the problem is solved
recursively for each slab. A horizontal segment may be distributed to two slabs, namely the
slabs containing its endpoints, but it will at most be represented twice on each level of the
recursion. It is easy to realize that if T ′ is the number of intersections reported, one sweep
can be performed in O(n + t′) I/Os—every vertical segment is only touched twice where an
intersection is not discovered, namely when it is distributed to an ative list and when it is
removed again. Also blocks can be used efficiently because of the distribution factor of m.
Thus by the general discussion of distribution sweeping we report all intersections in the
optimal O(n logm n+ t) I/O operations.

In addition to the large number of problems solved in [67] using distribution sweeping,
Chiang in [40, 41] performed a number of experiments in order to analyze the practical effi-
ciency of the above algorithm. It turned out that when the test instances got just moderately
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large the algorithm significantly outperformed various internal-memory algorithms as well as
the B-tree version of the plane-sweep algorithm.

3.1.2 Rangesearch Operation on the Buffer tree

In [Buffer] we extend the basic buffer tree with a rangesearch operation, and thus we have the
operations needed to solve the orthogonal line segment intersection problem with the plane-
sweep solution described previously. Basically a rangesearch operation on the buffer tree is
done in the same way as insertions and deletions. When we want to perform a rangesearch we
create a special element which is pushed down the tree in a lazy way during buffer-emptying
processes, just as all other elements. However, we now have to modify the buffer-emptying
process. The basic idea in the modification is the following. When we meet a rangesearch
element in a buffer-emptying process, instructing us to report elements in the tree between
x1 and x2, we first determine whether x1 and x2 are contained in the same subtree among the
subtrees rooted at the children of the node in question. If this is the case we just insert the
rangesearch element in the corresponding buffer. Otherwise we “split” the element in two—
one for x1 and one for x2—and report the elements in those subtrees where all elements are
contained in the interval [x1, x2]. The splitting only occurs once and after that the rangesearch
element is treated like inserts and deletes in buffer-emptying processes, except that we report
the elements in the sub-trees for which all elements are contained in the interval. In [Buffer] we
show how we can report all elements in a subtree (now containing other rangesearch elements)
in a linear number of I/Os. Using the normal amortization argument it then follows that a
rangesearch operation requires O( logm n

B + t′) I/Os amortized. Here t′ · B is the number of
elements reported by the operation.

Note that the above procedure means that the rangesearch operation gets batched in the
sense that we do not obtain the result of query immediately. Actually parts of the result
will be reported at different times as the element is pushed down the tree. However, this
suffices in the plane-sweep algorithm in question, since the updates performed on the data
structure do not depend on the results of the queries. This is the crucial property that has to
be fulfilled in order to used the buffer tree structure. Actually, in the plane-sweep algorithm
the entire sequence of updates and queries on the data structure is known in advance, and
the only requirement on the queries is that they must all eventually be answered. In general
such problems are known as batched dynamic problems [55].

To summerize, the buffer tree, extended with a rangesearch operation, can be used in
the normal internal-memory plane-sweep algorithm for the orthogonal segment intersection
problem, and doing so we obtain an optimal O(n logm n+ t) I/O solution to the problem.

3.2 Problems on General Line Segments in the Plane

Having discussed how the distribution paradigm (in form of distribution sweeping) and the
data structuring paradigm (using the buffer tree) can be used to solve the relatively simple
problem of orthogonal line segment intersection, we now turn to more complicated problems
involving general line segments in the plane.

As mentioned previously GIS systems are a rich source of important problems that require
good use of external-memory techniques. As most GIS systems at some level store data as
layers of maps, and as one map typically is stored as a collection of line segments, important
GIS operations involve such line segments in the plane. As an illustration, the computation of
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new scenes or maps from existing information—also called map overlaying—is an important
GIS operation. Some existing software packages are completely based on this operation [9,
10, 106, 124]. Given two thematic maps, that is, maps with e.g. indications of lakes, roads,
or pollution levels, the problem is to compute a new map in which the thematic attributes
of each location is a function of the thematic attributes of the corresponding locations in the
two input maps. For example, the input maps could be a map of land utilization (farmland,
forest, residential, lake), and a map of pollution levels. The map overlay operation could
then be used to produce a new map of agricultural land where the degree of pollution is
above a certain level. One of the main problems in map overlaying is “line-breaking”, which
can be abstracted as the red-blue line segment intersection problem, that is, the problem of
computing intersections between segments in two internally non-intersecting sets.

In [GIS] we develop I/O-efficient algorithms for a large number of geometric problems
involving line segments in the plane, with applications to GIS systems. In particular we
address region decomposition problems such as trapezoid decomposition and triangulation,
and line segment intersection problems such as the red-blue segment intersection problem.
However, in order to do so we have to develop new techniques since distribution sweeping and
buffer trees are inadequate for solving this type of problems. In Section 3.2.1 through 3.2.4
we sketch the problems encountered and the solutions derived in [GIS].

3.2.1 The Endpoint Dominance Problem

In this section we consider the endpoint dominance problem (EPD) defined in [GIS] as follows:
Given N non-intersecting line segments in the plane, find the segment directly above each
endpoint of each segment. Even though EPD seems as a rather simple problem, it is a powerful
tool for solving other important problems. In [GIS] we show that if EPD can be solved in
O(sort(N )) I/Os then the trapezoid decomposition of N non-intersecting segments, as well
as a triangulation of a simple polygon with N vertices, can also be computed in O(sort(N ))
I/Os.

We also show that EPD can be used to sort non-intersecting segments in the plane. A
segment AB in the plane is above another segment CD if we can intersect both AB and CD
with the same vertical line l, such that the intersection between l and AB is above the
intersection between l and CD. Two segments are incomparable if they cannot be intersected
with the same vertical line. The problem of sorting N non-intersecting segments is to extend
the partial order defined in this way to a total order. As we shall discuss later this problem
is important in the solution of line segment intersection problems. Figure 3.3 demonstrates
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Figure 3.4: Algorithm for the segment
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that if two segments are comparable then it is sufficient to consider vertical lines through
the four endpoints to obtain their relation. Thus to sort N segments we add two “extreme”
segments as indicated in Figure 3.4, and use EPD twice to find for each endpoint the segments
immediately above and below it. Using this information we create a planar s, t-graph where
nodes correspond to segments and where the relations between the segments define the edges.
Then the sorted order is obtained by topologically sorting this graph in O(sort(N )) I/Os using
an algorithm developed in [42]. Again this means that if EPD can be solved in O(sort(N ))
I/Os then we can sort N segments in the same number of I/Os.

In internal memory EPD can be solved optimally with a simple plane-sweep algorithm.
We sweep the plane from left to right with a vertical line, inserting a segment in a search tree
when its left endpoint is reached and removing it again when the right endpoint is reached.
For every endpoint we encounter, we also perform a search in the tree to identify the segment
immediately above the point. One might think that it is equally easy to solve EPD in external
memory using distribution sweeping or buffer trees. Unfortunately, this is not the case.

One important property of the plane-sweep algorithm is that only segments that actually
cross the sweep-line are stored in the search tree at any given time during the sweep. This
means that all segments in the tree are comparable and that we easily can compute their
order. However, if we try to store the segments in a buffer tree during the sweep, is can also
contain “old” segments which do not cross the sweep-line. This means that we can end up in
a situation where we try to compare two incomparable segments. In general the buffer tree
only works if we know a total order on the elements inserted in it, or if we can compare all
pair of elements. Thus we cannot directly use the buffer tree in the plane-sweep algorithm.
We could try to compute a total order on the segments before solving EPD, but as discussed
above, the solution to EPD is one of the major steps towards finding such an order so this
seems infeasible. We have not been able to design another algorithm for solving EPD using
the buffer tree.

For similar reasons using distribution sweeping seems infeasible as well. Recall from
Section 3.1.1 that in distribution sweeping we need to perform one sweep in a linear number
of I/Os to obtain an efficient solution. Normally this is accomplished by sorting the objects
by y coordinate in a preprocessing phase. This e.g. allows one to sweep over the objects in
y order without sorting on each level of recursion, because as the objects are distributed to
recursive subproblems their y ordering is retained. In the orthogonal line segment intersection
case we presorted the segments by endpoint in order to sweep across them in endpoint y order.
In order to use distribution sweeping to solve EPD it seems that we need to sort the segments
and not the endpoints in a preprocessing step.

It should be mentioned that if we try to solve the other problems discussed in [GIS] with
distribution sweeping or the buffer tree, we encounter problems similar to the ones described
above.

3.2.2 The External Segment Tree

As attempts to solve EPD optimally using the buffer tree or distribution sweeping fail we are
led to other approaches. The solution derived in [GIS] is based on an external version of the
segment tree developed in [Buffer]. In this section we describe this structure.

The segment tree [23, 108] is a well-known dynamic data structure used to store a set of
segments in one dimension, such that given a query point all segments containing the point
can be found efficiently. Such queries are normally called stabbing queries. In internal memory
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Figure 3.5: An external-memory segment tree based on a buffer tree over a set of N segments,
three of which, AB, CD, and EF , are shown.

a segment tree consists of a binary base tree which stores the endpoints of the segments, and
a given segment is stored in the secondary structures of up to two nodes on each level of the
tree. More precisely a segment is stored in all nodes v where it contains the interval consisting
of all endpoints below v, but not the interval associated with parent(v). A stabbing query
can be answered efficiently on such a structure, simply by searching down the tree for the
query value and reporting all the segments stored in each node encountered.

When we want to “externalize” the segment tree and obtain a structure with height
O(logm n), we need to increase the fan-out of the nodes in the base tree. This creates a
number of problems when we want to store segments space-efficiently in secondary structures
such that queries can be answered efficiently. The idea behind our approach is therefore to
make the nodes have fan-out Θ(

√
m) instead of the normal Θ(m). This smaller branching

factor at most doubles the height of the tree, but it allows us to efficiently store segments in
a number of secondary structures of each node. As we shall see in Section 3.3 ([Interval]) this
simple idea turns out to be very powerful in general when designing external data structures
from normal data structures that use secondary structures.

An external-memory segment tree based on the approach in [Buffer] is shown in Figure 3.5.
The tree has branching factor

√
m/4, and is perfectly balanced over the endpoints of the

segments it represents. Each leaf represents M/2 consecutive endpoints. The first level of
the tree partitions the data into

√
m/4 intervals σi—for illustrative reasons we call them

slabs—separated by dotted lines in Figure 3.5. Multislabs are defined as contiguous ranges of
slabs, such as for example [σ1, σ4]. There are m/8−

√
m/4 multislabs. The key point is that

the number of multislabs is a quadratic function of the branching factor. Thus by choosing
the branching factor to be Θ(

√
m ) rather than Θ(m) we have room in internal memory

for a constant number of blocks for each of the Θ(m) multislabs. Segments such as CD in
Figure 3.5 that spans at least one slab completely are called long segments. A copy of each
long segment is stored in the largest multislab it spans. Thus, CD is stored in [σ1, σ3]. All
segments that are not long are called short segments. They are not stored in any multislab,
but are passed down to lower levels of the tree where they may span recursively defined slabs
and be stored. AB and EF are examples of short segments. The portions of long segments
that do not completely span slabs are treated as small segments. There are at most two such
synthetically generated short segments for each long segment, hence total space utilization is
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O(n logm n) blocks. To answer a stabbing query we simply proceed down a path in the tree
searching for the query value, and in each node encountered we report all the long segments
associated with each of the multislabs that span the query value.

Because of the size of the nodes and auxiliary multislab data, the external segment tree
is inefficient for answering single queries. However, using the buffer technique it can be
used in a batched dynamic environments. In [Buffer] we show how to add buffers to the
structure and perform a buffer-emptying process in O(m + t′) I/Os, such that in a batched
dynamic environment inserting (and deleting) N segments in the tree and performing K
queries requires O((n+k) logm n+ t) I/Os in total. Using the normal internal-memory plane-
sweep algorithm this leads to an optimal algorithm for the pairwise rectangle intersection
problem. The problem, which was also solved optimally in [67] using distribution sweeping,
is very important in e.g. VLSI design rule checking [26].

3.2.3 External-Memory Fractional Cascading

It is possible to come close to solving EPD by first constructing an external-memory segment
tree over the projections of the segments onto the x-axis and then performing stabbing queries
at the x coordinates of the endpoints of the segments. However, what we want is the single
segment directly above each query point in the y dimension, as opposed to all segments it
stabs. This segment could be found if we were able to compute the segment directly above a
query point among the segments stored in a given node of the external segment tree. We call
such a segment a dominating segment. Then we could examine each node on the path from
the root to the leaf containing a query, and in each such node find the dominating segment
and compare it to the segment found to be closest to the query so far. When the leaf is
reached we would then know the “global” dominating segment.

However, there are a number of problems that have to be dealt with in order to find the
dominating segment of a query among the segments stored in a node. The main problems
are that the dominating segment could be stored in a number of multislab lists, namely in
all lists containing segments that contain the query, and that a lot of segments can be stored
in a multislab list. Both of these facts seem to suggest that we need lots of I/Os to find the
dominating segment. However, as we are looking for an O(n logm n) solution and as the tree
has O(logm n) levels, we are only allowed to use a linear number of I/Os to find the positions
of all the N query points among the segments stored in one level of the tree. This gives us
less than one I/O per query point per node!

Fortunately, we are in [GIS] able to modify the external segment tree and the query
algorithm to overcome these difficulties. As a first modification we strengthen the definition
of the external segment tree and require that the segments in the multislab lists are sorted
(according to the definition discussed in Section 3.2.1). We call the modified structure an
extended external segment tree. Note that all pairs of segments in the same multislab list
can be compared just by comparing the order of their endpoints on one of the boundaries,
and that a multislab list thus can be sorted using a standard sorting algorithm. In [GIS]
it is shown how to build an extended external segment tree on N non-intersecting segments
in O(sort(N )) I/Os. The construction is basically done using distribution sweeping. An
important consequence of the modification of the structure is that we now can sort all the
segments stored in a node efficiently using the merging paradigm.

The sorting of the multislab lists makes it easier to search for the dominating segment in
a given multislab list but it may still require a lot of I/Os. We also need to be able to look
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for the dominating segment in many of the multislabs lists. We overcome these problems
using batched filtering [67] and a new technique similar to what in internal memory is called
fractional cascading [20, 38, 39, 123]. The idea in batched filtering is to process all the queries
at the same time and level by level, such that the dominating segments in nodes on one level
of the structure are found for all the queries, before continuing to consider nodes on the next
level. In internal memory the idea in fractional cascading is that instead of e.g. searching
for the same element individually in S sorted lists containing N elements each, each of the
lists are in a preprocessing step augmented with sample elements from the other lists in
a controlled way, and with “bridges” between different occurrences of the same element in
different lists. These bridges obviate the need for full searches in each of the lists. To perform
a search one only searches in one of the lists and uses the bridges to find the correct position
in the other lists. This results in a O(log2 N + S) time algorithm instead of an O(S log2N )
time algorithm.

In the implementation of what could be called external fractional cascading, we do not
explicitly build bridges but we still use the idea of augmenting some lists with elements from
other lists in order to avoid searching in all of the lists. The construction is rather technical,
but the general idea is the following. First we use a preprocessing step (like in fractional
cascading) to sample a set of segments from each slab in each node and augment the multislab
lists of the corresponding child with these segments. The set of sample segments for a slab
consists of every (2

√
m/4 )th segment that spans it in the sorted sequence of segments. The

sampling is done in O(sort(N )) I/Os using the distribution paradigm. Having preprocessed
the structure we filter the N queries through it. In order to do so in the optimal number of
I/Os the filtering is done in a rather untraditional way—from the leaves towards the root.
First the query points are sorted and distributed to the leaves to which they belong. Then for
each leaf we find the dominating segment among the segments stored in the leaf for all query
points assigned to the leaf. This can be done efficiently using an internal memory algorithm,
because all the segments stored in a leaf fit in internal memory. This is also the reason for
the untraditional search direction—we cannot in the same way efficiently find the dominating
segments among the segments stored in the root of the tree, because more than a memory
load of segments can be stored there. Finally, the queries in each node are sorted according
to dominating segment, and we end up in a situation as indicated in Figure 3.6b). Next we
go through O(logm n) filtering steps, one for each level of the tree. Each filtering step begins
with a set of queries at a given level, partitioned by the nodes on that level and ordered
within the nodes by the order of the dominating segments on that level. This corresponds
to the output of the leaf processing. The step should produce a similar configuration on the
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Figure 3.6: Filtering queries through the
structure. An arrow in a list indicate that
it is sorted.

Figure 3.7: All queries between sampled
segments (indicated by fat lines) must ap-
pear together in the list of queries for the
slab.
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next level up the tree. For one node this is indicated in Figure 3.6c). To perform the step
on a node we “merge” the sorted list of queries associated with its children and the segments
in the multislab list. The key property that allows us to I/O-efficiently find the dominating
segments among the segments stored in the node, and to sort the queries accordingly, is that
the list of queries associated with a child of the node cannot be too unsorted relative to their
dominating segment in the node. As indicated in Figure 3.7 this is a result of the preprocessing
phase—we are sure that all queries between two sampled segments appear together in the list
of queries. This allows us to process all queries between two sampled segments efficiently and
use the distribution paradigm to distribute them to one of 2

√
m/4 lists—one for each of the

segments between the sampled segments. The key property is that we are able to do this for
all the slabs simultaneously using at most 2

√
m/4 ·

√
m/4 = m/2 blocks of internal memory.

In [GIS] it is shown that we can do a filtering step in O(n) I/Os, and thus we solve EPD
in O(n logm n) I/O operations. Note the similarity with fractional cascading where we search
in one list and then use the bridges to avoid searching in the other list. We find dominating
segments (efficiently) in the leaves and sort the queries accordingly only this ones, and then
the sampled and augmented segments obliviates the need for search in the other lists.

3.2.4 Algorithms obtained using the Endpoint Dominance Problem

The O(sort(N )) solution to EPD has several almost immediate consequences as discussed in
[GIS]. As already mentioned it leads to an O(sort(N )) algorithm for segment sorting. Similarly
it leads to an algorithm for trapezoid decomposition of a set of segments [92, 108] with the
same I/O bound, as the core of this problem precisely is to find for each segment endpoint the
segment immediately above it. The ability to compute a trapezoid decomposition of a simple
polygon also leads to an O(sort(N )) polygon triangulation algorithm using a slightly modified
version of an internal-memory algorithm [61]. Furthermore, if one takes a closer look at the
algorithm for EPD one realizes that it works in general with K query points, that are not
necessarily endpoints of the segments. Therefore the result also leads to an O((n+k) logm n)
I/O solution to the batched planar point location problem.

But maybe the most important results obtained from the solution to EPD are the results
on reporting line segment intersections. As already mentioned, the red-blue line segment
intersection problem is of special interest because it is an abstraction of the important map-
overlay problem in GIS Systems. Using the ability to sort non-intersecting segments we solve
the problem in O(n logm n + t) I/O operations [GIS]. The solution is based on distribution
sweeping with the new idea of a branching factor of Θ(

√
m) instead of Θ(m), and the segment

sorting algorithm is used twice in a preprocessing step to sort two sets consisting of the
segments of one color and the endpoints of segments of the other color. The general segment
intersection problem however cannot be solved using this method. The reason is that we
cannot sort intersecting segments. Nevertheless it is shown in [GIS] how external segment
trees can be used to establish enough order on the segments to make distribution sweeping
possible. The general idea in the algorithm is to build an extended external segment tree on
all the segments, and during this process to eliminate on the fly any inconsistencies that arise
because of intersecting segments. This is done using a number of the external priority queue
developed in [Buffer], and it leads to a solution for the general problem that integrates all
the elements of the red-blue algorithm into one algorithm; extended external segment trees,
distribution sweeping, distribution, merging and external priority queues. The algorithm use
O((n+ t) logm n) I/O operations.
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3.3 External-Memory On-line Range Searching

We now turn our attention to external data structures for range searching where we want the
answer to a query right away. Even though “the rules of the game” is a lot different when
designing such on-line data structures compared to the off-line ones we have considered so
far, it turns out that we can use our previous ideas to design efficient structures also under
this constraint.

As discussed in Section 2.1.3, the B-tree [21, 51, 82] is the standard external-memory
search tree data structure on which insert, delete and search operations can be performed in
O(logB n) I/Os. It is also easy to perform a rangesearch operation on a B-tree in O(logB n+
t) I/O operations, and as mentioned in Section 2.1.3 this is optimal when one wants an
answer to a query right away. But while the B-tree efficiently supports external dynamic
one-dimensional range searching, it is inefficient for handling more general problems like
two-dimensional or higher-dimensional range searching. The problem of two-dimensional
range searching both in main and external memory has been the subject of much research,
and many elegant data structures like the range tree [24], the priority search tree [89], the
segment tree [23], and the interval tree [53, 54] have been proposed for internal-memory two-
dimensional range searching and its special cases. These structures are not efficient when
mapped to external memory. However, the practical need for I/O support has led to the
development of a large number of external data structures, which have good average-case
behavior for common problems but fail to be efficient in the worst case sense [68, 69, 86, 95,
103, 111, 114, 115, 117].

Recently some progress has been made on the construction of external two-dimensional
range searching structures with good worst-case performance. In Figure 3.8 the different
special cases of general two-dimensional range searching are shown. As discussed in [79] it is
easy to realize that the problem of answering stabbing queries on a set of interval (segments)
reduces to the simplest of these queries called diagonal corner queries; If an interval [x, y]
is viewed as the point (x, y) in the plane, a stabbing query with q reduces to a diagonal
corner query with corner (q, q) on the line x = y—refer to Figure 3.8. In [Interval] we develop
an optimal external-memory data structure for this problem. The structure uses optimal
O(n) space, and updates, insertions and deletions of points (intervals), can be performed in
O(logB n) I/Os while diagonal corner queries (or stabbing queries) require O(logB n+t) I/Os.
We discuss the structure in Section 3.3.1.

In [110] a technique called path caching for transforming an efficient internal memory
data structure into an I/O efficient one is developed. Using this technique on the priority
search tree [89] results in a structure that can be used to answer general two-sided two-
dimensional queries, which are slightly more general than diagonal corner queries—refer again
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Figure 3.8: Different types of two-dimensional queries.
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to Figure 3.8. This structure answers queries in the optimal O(logB n+ t) I/Os and supports
updates in amortized O(logB n) I/Os, but uses slightly non-linear space O(n log2 log2B).

In internal memory the priority search tree actually answers slightly more general queries
than two-sided queries, namely three-sided two-dimensional queries (Figure 3.8), in opti-
mal query and update time using linear space. A number of attempts have been made to
externalize this structure [27, 74, 110]. The structure in [74] uses linear space but answers
queries in O(log2N + t) I/Os. The structure in [27] also uses linear space but answers queries
in O(logB n + T ) I/Os. In both papers a number of non-optimal dynamic versions of the
structures are also developed. The structure in [110] was developed using path caching and
answers queries in the optimal number of I/Os O(logB n + t) but uses slightly non-linear
O(n log2B log2 log2B) space. This structure supports updates in O(logB n(log2B)2) I/Os
amortized. In [121] another attempt is made on designing a structure for answering three
sided queries and a dynamic data structure called the p-range tree is developed. The struc-
ture uses linear space, answers queries in O(logB n+ t+ IL∗(B)) I/Os and supports updates
in O(logB n + (logB n)2/B) I/Os amortized. The symbol IL∗(·) denotes the iterated log∗

function, that is, the number of times one must apply log∗ to get below 2. The p-range tree
can be extended to answer general two-dimensional queries (or four-sided queries—refer
to Figure 3.8) in the same number of I/Os using O (n log2 N/(log2 logB n)) blocks of space.
Dynamic versions of the structure, as well as tradeoffs between I/O and space use, are also
discussed in [121].

Very recently static structures for the various forms of three-dimensional range search-
ing which all answer queries in O((log2 log2 logB n) logB n+ t) I/Os are developed in [130].

3.3.1 External-Memory Interval Management

In [79] the dynamic interval management problem is considered. This problem is crucial for
indexing constraints in constraint databases and in temporal databases [78, 79, 109]. Dynamic
interval management is the problem of dynamically maintaining a set of intervals, such that
all intersections between the intervals and a query interval can be reported. As discussed
in [79] the key component of external dynamic interval management is to support stabbing
queries, which is the same as answering diagonal corner queries.

In [Interval] we develop an optimal external-memory data structure for the stabbing query
(or diagonal corner query) problem. The structure is an external-memory version of the
interval tree [53, 54] and it uses ideas similar to the ones in Section 3.2.2. As mentioned the
structure uses optimal O(n) space and updates can be performed in O(logB n) I/Os while
stabbing queries require O(logB n+ t) I/Os. This leads to an optimal solution to the interval
management problem. Unlike other external range search structures the update I/O bounds
for the data structure are worst-case. The worst-case bounds are obtained using a balancing
technique for balanced trees which can be regarded as weight-balancing of B-trees. The tree
can be used to remove amortization from other external-memory as well as internal-memory
data structures.

In the next section we sketch the main idea in the external interval tree in the case where
the segments stored in the structure all have endpoints in a fixed set of points (of size O(N )).
In Section 3.3.1.2 we then discuss how the weight-balanced B-tree is used to remove the
fixed-endpoint-set assumption.
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3.3.1.1 External-Memory Interval Tree

In internal memory an interval tree (as a segment tree) consists of a binary tree that stores
the endpoints of the segments, and where the segments are stored in secondary structures of
the internal nodes of the tree [53]. As in the segment tree an interval is associated with each
node, consisting of all the endpoints below the node, but unlike in a segment tree a segment is
only stored in the secondary structures of one node. More precisely a segment is stored in the
root r if it contains the “boundary” between the two intervals associated with the children
of r. If it does not contain this boundary it is recursively stored in the subtree rooted in the
child on the same side of the boundary as the segment. The set of segments stored in r is
stored in two structures: a search tree sorted according to left endpoint of the segments and
one sorted according to right endpoint. To preform a stabbing query with x one only needs
to report segments in r that contain x and recurse. If x is contained in the interval of the
left child this is done by traversing the segments stored in the tree sorted according to left
endpoint, from the segments with smallest left endpoint towards the ones with largest left
endpoint, until one meets a segment that does not contain x. All segments after this segment
in the sorted order will not contain x.

In order to “externalize” the interval tree we use the ideas from Section 3.2.2 ([Buffer] and
[GIS]). As base tree we use a tree with fan-out

√
B. As previously the interval associated with

a node v is divided into
√
B slabs (intervals) defined by the children of v, which again results

in O(B) multislabs. In analogy with internal memory, a segment is stored in the secondary
structures of the highest node where it crosses one or more of the slab boundaries. Each
internal node v contains O(B) secondary structures; O(B) multislab lists implemented as
B-trees and two B-trees for each of the

√
B slab-boundaries. The two B-trees for a boundary

bi is called the right and left slab list, respectively. The left slab list for bi contains segments
with left endpoint between bi and bi−1 and it is sorted according to left endpoint. Similarly,
the right slab list contains segments with right endpoint between bi and bi+1 and it is sorted
according to right endpoint.

A segment is stored in two or three structures—two slab lists and possibly a multislab list.
As an example, segment s in Figure 3.9 will be stored in the left slab list of b2, in the right
slab list of b4, and in the multislab list corresponding to these two slab boundaries. Note the
similarity between the slab lists and the sorted lists of segments in the nodes of an internal-
memory interval tree. As in the internal case s is stored in two sorted lists—one for each of
the endpoints of s. This represents the part of s to the left of the leftmost boundary contained
in s, and the part to the right of the rightmost boundary contained in s (the parts that are
stored recursively in a segment tree). Unlike the internal case, we also need to store/represent
the part of s between the two extreme boundaries. This is done using the multislab lists.

v

v1 v2 v3 v4 v5

Xv

Xv2 Xv3 Xv4 Xv5

s

Xv1

b1 b2 b3 b4 b5 b6 bi+1xbi

Figure 3.9: A node in the base tree. Figure 3.10: Reporting segments.
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In order to obtain optimal bounds we need one more structure. This structure is called
the underflow structure and contains segments from multislab lists containing o(B) segments.
Thus we only explicitly store a multislab list if it contains Ω(B) segments. The underflow
structure always contains less than B2 segments and is implemented using a structure called
a corner structure [79]. This structure allows insertion and deletion of segments in a constant
number of I/Os, and it can be used to answer stabbing queries in O(t + 1) I/Os (when the
number of segments stored is O(B2)).

The linear space bound basically follows from the fact that each segment is only stored in
a constant number of secondary structures. Note however, that if we did not store segments
belonging to a multislab having o(B) segments in the underflow structure, we could have
Ω(B) sparsely utilized blocks in each node, which would result in a non-linear space bound.

To perform a stabbing query with x we search down the structure for the leaf containing x,
and in each internal node we report the relevant segment. Let v be one such node and assume
that x falls between slab boundary bi and slab boundary bi+1—refer to Figure 3.10. To report
the relevant segments we first report the segments in all multislab lists that contain segments
crossing bi and bi+1, and perform a stabbing query with x on the underflow structure and
report the result. Then in analogy with the internal memory case we report segments from
bi’s right slab list from the largest towards the smallest (according to right endpoint) until
we meet a segment that does not contain x, and segments from bi+1’s left slab list from the
smallest towards the largest. It is easy to realize that this process will indeed report all the
relevant segments. The query algorithm uses an optimal number of I/O operations because
in each of the O(logB n) nodes on the search path we only use O(1) I/Os that are not “paid
for” by reportings (blocks read that contain Θ(B) output segments). The underflow structure
is again crucial because it means that all blocks loaded in order to report segments in the
relevant multislab lists contain Θ(B) segments.

It is equally easy to do an update. We search down the base tree using O(logB n) I/Os
until we find the first node where the segment in question crosses one or more slab boundaries.
Then we update the two relevant slab lists and the relevant multislab list (if any) in O(logB n)
I/Os each. Of course we also have to take care of moving segments between the underflow
structure and the multislab lists in some cases, but as shown in [Interval] this can also be
handled efficiently.

3.3.1.2 Weight-balanced B-trees

In the previous section we assumed that the segments stored in the external interval tree
have endpoints in a fixed set. Put another way we ignored rebalancing of the base tree. If
we want to remove this assumption we will have to use a dynamic search tree as base tree.
To perform an update we would then first insert or delete the new endpoints from the base
tree and perform the necessary rebalancing, and then insert the segment as described. To
preserve the O(logB n) update bound we have to be able to perform the rebalancing in the
same number of I/Os.

There are many possible choices for a dynamic base tree — height-balanced, degree-
balanced, weight-balanced, and so on. The different choices of dynamic tree lead to different
balancing methods, but normally (and also in this case) when search trees are augmented with
secondary structures it turns out that a rebalancing operation requires work proportional to
the number of elements in the subtree rooted at the node being rebalanced—this is normally
called the weight of the node. In internal memory a natural choice of dynamic base tree is
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the BB[α]-tree [96], because in this structure a node with weight w can only be involved in
a rebalancing operation for every Ω(w) updates that access (go through) the node [30, 90].
This leads to an O(1) amortized bound on performing a rebalancing operation and thus to an
O(logB n) amortized rebalance bound. Unfortunately BB[α]-trees are not very suitable for
implementation in external memory. The natural candidate however, the B-tree, does not have
the property that a node of weight w can only be involved in a rebalance operation for every
Ω(w) updates that access the node. In [Interval] a variant of B-trees, called weight-balanced
B-trees, that possesses this property is developed. Basically a weight-balanced B-tree is a
B-tree with some extra constraints, namely constraints on the weight of a node as a function
of the level it is on in the tree. In a normal B-tree, nodes can have subtrees of very varying
weight. Actually the ratio between the largest subtree weight possible and the smallest is
exponential in the height of the tree the node is root in. In the weight-balanced B-tree this
ratio is a small constant factor.

The development of the weight-balanced B-tree leads to optimal amortized I/O bounds on
the external interval tree. However, in [Interval] we show how we can spread the rebalancing
work on a node over a number of updates in an easy way, and thus remove the amortization
from the bounds. Actually, it turns out that the weight-balanced B-tree can be used as
a simple alternative to existing complicated ways of removing amortization from internal-
memory data structures. For example it can be used in the structure described in [136] for
adding range restriction capabilities to dynamic data structures, and by fixing B to a constant
in the external interval tree one obtains an internal-memory interval tree with worst-case
update bounds. Even though it is not reported in the literature it seems possible to use the
techniques in [136] to remove the amortization from the internal-memory interval tree, but
our method seems much simpler.

The main property of the weight-balance B-tree that allows relatively easy removal of
amortization, is that rebalancing is done by splitting of nodes instead of rotations as in the
BB[α]-tree case. Intuitively splitting a node v into v′ and v′′ only affects the secondary
structures of v, and for example not the secondary structures of parent(v) because the set
of endpoints below this node is not affected by the split. This allows one to continue to use
the “old” secondary structures of v after the split, and lazily build the structure of v′ and v′′

over the updates that pass them before one of them needs to be split again. If rebalancing
is done using rotations, several nodes are affected by a rebalance operation, and it is not so
obvious how to continue to answer queries correctly while building the necessary structures
lazily. Also, it is necessary to prevent other rebalancing operations (rotations) involving any
of these node (not only the node that was initially out of balance) to take place before the
rebuilding is complete.
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3.4 Bibliographic Notes and Summery of our Contributions

Goodrich et al. [67] designed efficient external-memory algorithms for a large number of important
problems, mainly using the distribution sweeping technique and the distribution paradigm. In [Buffer]
we use the buffer tree technique to develop buffered versions of one-dimensional range trees and of
segment trees. Using the data structuring paradigm, the standard plane-sweep algorithms then lead to
optimal algorithms for the orthogonal line segment intersection problem, the batched range searching
problem and the rectangle intersecting problem. Apart from the fact that the normal internal-memory
solutions are used, the power of these solutions is that all I/O specific parts are hidden in the data
structures. Furthermore, we believe that our algorithms are of practical interest due to small constants
in the asymptotic bounds.

In [GIS] we then develop I/O-efficient algorithms for a number of problems involving (general)
line segments in the plane. These algorithms have important applications in GIS systems where huge
amounts of data are frequently handled. We introduce the endpoint dominance problem and design
an I/O-efficient algorithm for it by combining several of the known techniques, especially the segment
tree from [Buffer], with a new technique which can be regarded as a version of fractional cascading for
external memory. The solution leads to an algorithm for the batched planar point location problem. A
solution to this problem is also given in [67] but it only works when the planar subdivision is monotone
whereas our solution works for general subdivisions. The endpoint dominance algorithm also leads to
new I/O-efficient algorithms for trapezoid decomposition, triangulation of simple polygons, segment
sorting, and red-blue and general line segment intersection. It remains open if one can solve the general
line segment intersection problem in O(n logm n+ t) I/Os (it should however be noted that in internal
memory a simple O((N + T ) log2N) time plane-sweep solution [25] was also known long before the
complicated optimal algorithm [37]). It also remains open if one can triangulate a simple polygon in
a linear number of I/Os, e.g. if the vertices of the polygon are given in the sorted order they appear
around the perimeter.

In [Interval] we develop external on-line data structures for the stabbing query problem. As dis-
cussed in [79] an optimal structure for this problem leads to an optimal solution to the interval man-
agement problem. The segment tree structure solves the stabbing query problem in internal-memory
and some attempts have been made to externalizing this structure in an on-line setting [28, 110]. They
all use O(n log2 n) blocks of external memory and the best of them [110] is static and answers queries in
the optimal O(logB n+t) I/Os. In [Interval] we use our ideas from [Buffer] (Section 3.2.2) to develop an
on-line version of the segment tree with the improved space bound O(n logB n) blocks. Furthermore,
our structure is dynamic with worst-case optimal update and query bounds (the result is not discussed
in the survey). However, our segment tree structure still uses more than linear space. In [79] a data
structure for the stabbing query problem using optimal O(n) blocks of external memory is developed.
The structure, called the metablock tree, answers queries in the optimal number of I/Os but is fairly
involved and supports only insertions (not deletions) in non-optimal O(logB N + (logBN)2/B) I/Os
amortized. In [Interval] we developed an optimal external version of the interval tree. This structure

Space (blocks) Query I/O bound Update I/O bound
Priority search tree [74] O(n) O(log2N + t)
XP-tree [27] O(n) O(logB n+ T )
Metablock tree [79] O(n) O(logB n+ t) O(logB n+ (logB n)2/B)

amortized (inserts only)
P-range tree [121] O(n) O(logB n+ t+ IL∗(B)) O(logB n+ (logB n)2/B)

amortized
Path Caching [110] O(n log2 log2 B) O(logB n+ t) O(logB n) amortized
Interval tree [Interval] O(n) O(logB n+ t) O(logB n)

Figure 3.11: Comparison of space efficient data structure for interval management.
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improves on the metablock tree and settles an important open problem in databases and I/O algo-
rithms. In Figure 3.11 our result is compared with previous space-efficient structures for the interval
management problem. The structures in [Interval] use a novel balancing technique for search trees
which can be regarded as weight-balancing of B-trees. This structure can be used to remove amorti-
zation from external as well as internal-memory data structures. Actually, the structures in [Interval]
are the first external structures for any 2-dimensional range searching problem with worst-case update
bounds. Fixing B to a constant in the structures result in worst-case efficient internal-memory seg-
ment and interval trees. The structures in [Interval] also work without assumptions on the size of the
internal memory, whereas all the results on dynamic data structures cited in Section 3.3 assume that
m = O(B), that is, that the internal memory is capable of holding O(B2) elements. Finally, it should
be mentioned that [79] also discusses a method for extending the metablock tree to answer three-sided
queries. The resulting structure still uses linear space but it is static. It is capable of answering queries
in O(logB n + log2B + t) I/Os.
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Chapter 4

Graph Problems

Graph-theoretic problems arise in many large-scale computations. In this section we con-
sider external-memory algorithms for graph problems, and for that purpose we introduce the
following additional parameters:

V = number of vertices in the input graph;
E = number of edges in the input graph.

We assume that E ≥ V and note that N = V + E.
Until recently only work on selected graph problems in restricted external-memory models

has been done. In [122] transitive closure computations are considered in a model where the
set of vertices fits in main memory. Related work is done in [75, 76]. In [97] work on
graph traversal in external memory is done, which primarily addresses the problem of storing
graphs and not the problem of performing computations on them. Related work on storing
trees is done in [66, 71]. In [58] memory management problems for maintaining connectivity
information and paths on graphs are studied, and in [85] linear relaxation problems are
studied.

Recently, Chiang et al. [40, 42] considered graph problems in the general I/O model. They
developed efficient algorithms for a large number of important graph problems, including
Euler-tour computation, expression-tree evaluation, least common ancestors, connected and
biconnected components, minimum spanning forest and topological sorting of planar s, t-
graphs. Some of these algorithms are improved in [Buffer]. In [OBDD] we analyze the
I/O complexity of Ordered Binary-Decision Diagram (OBDD) manipulation. OBDDs are
graph-based data structures and represents the state-of-the-art structure for boolean function
manipulation. We analyze existing algorithms in an I/O-environment, prove I/O lower bounds
on the fundamental OBDD-manipulation algorithms, and develop new efficient algorithms.
Some I/O graph algorithms are also reported in [83].

In internal memory any permutation of N elements can be produced in O(N ) time, and
on an N processor PRAM it can be done in constant time. In any case the work is O(N ).
However, as discussed previously it is in general not possible to perform arbitrary permuta-
tions in a linear number of I/Os, and this is one of the important features that distinguish the
I/O-model from the other models. The difference becomes especially prominent when consid-
ering graph problems, as one can prove Ω(perm(N )) lower bounds on several graph problems
that can be solved in linear time in internal memory. As O(perm(N )) = O(sort(N )) for all
realistic values of B and M as discussed in Section 2.2, the lower bound means that sort-
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ing can normally be used as a subroutine in designing graph algorithms, something which is
generally not possible in internal memory. It also means that O(sort(N )) I/O algorithms are
optimal for all practical purposes.

In [42] Ω(perm(N )) is proved to be a lower bound on a large number of important graph
problems. Also in [40, 42] a large number of O(sort(N )) I/O algorithms are developed. These
algorithms are mainly developed using PRAM simulation and an O(sort(N )) solution to the
list ranking problem. We sketch the main ideas in these two results in Section 4.2, but before
doing so we in Section 4.1 try to illustrate the difference in hardness of graph problems in
internal and external memory. This is done by considering the I/O performance of the very
simple internal-memory algorithm for the list ranking problem, and by discussing the “circuit
evaluation” problem. We also discuss a very useful technique for traversing a graph using a
priority queue. Finally, we in Section 4.3 survey the results obtained in [OBDD].

4.1 Basic Issues in External Graph Algorithm

Consider the list ranking problem defined as follows. We are given an N -vertex linked list
stored as an (unsorted) sequence of vertices, each with a pointer to the successor vertex in
the list (Figure 4.1). Our goal is to determine the rank of each vertex, that is, the number
of links to the end of the list. In the PRAM world list ranking is a very fundamental graph
problem which extracts the essence in many other problems, and it is used as an important
subroutine in many parallel algorithms [8]. As mentioned this turns out also to be the case
in external memory [40, 42].

In internal memory the list ranking problem is easily solved in O(N ) time. We simply
traverse the list by following the pointers, and rank the vertices N −1, N−2 and so on in the
order we meet them. In external memory, however, this algorithm performs terribly. Imagine
that we run the algorithm on a machine where the internal memory is capable of holding
two blocks (m = 2) when the list is blocked as indicated in Figure 4.2. Assume furthermore
that we use a least recently used (LRU) paging strategy. First we load block 1 and give A
rank N − 1. Then we follow the pointer to E, that is, we load block 3 and rank E. Then we
follow the pointer to D, loading block 2 while removing block 1 from internal memory. Until
now we have done an I/O every time we follow a pointer. Now we follow the pointer to B,
which means that we have to load block 1 again. To do so we have to remove block 3 from
internal memory. This process continues and it is easy to realize that we do an I/O every
time we follow a pointer. This means that the algorithm uses O(N ) I/Os as opposed to the
linear external-memory bound O(n) = O(N/B) I/Os. As mentioned in the introduction the
difference between these two bounds can be very significant in practice as B typically is on
the order of thousands.

In general the above type of behavior is characteristic for internal-memory graph algo-
rithms when analyzed in an I/O-environment. The lesson is that one should be very careful

A B C D E G HF A B C D E G HF

Figure 4.1: List ranking problem. Figure 4.2: List ranking in external
memory (B = 2).
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Figure 4.3: The circuit evaluation problem.

about following pointers and in graph algorithms be especially careful to ensure a high degree
of locality in the access to data (what is normally referred to as locality of reference). Still
the host of algorithms for graph problems, both in theory and practice, make extensive use
of pointers, and it seems that in several practical applications the size of the internal memory
has indeed been the limiting factor for the size of the problem instances one has been able to
solve. Before we discuss the external solution to the list ranking problem, consider the related
problem of “circuit evaluation” defined as follows [42]: Given a bounded fan-in boolean cir-
cuit whose description is stored in external memory, the problem is to evaluate the function
computed by the network. It is assumed that the representation of the circuit is topologically
sorted, that is, the labels of the vertices come from a total order <, and for every edge (v, w)
we have v < w. Refer to Figure 4.3. Nothing is assumed about the functions in the vertices
except that they take at most M/2 inputs. In [42] a solution to the problem is called a time-
forward processing, which is motivated by thinking of vertex v as being evaluated at “time”
v. The main issue in such an evaluation is to ensure that when one evaluates a particular
vertex one has the values of its inputs in internal memory.

As in the list ranking case it is easy to realize that evaluating the circuit using the obvious
linear time internal-memory algorithms, which traverse the circuit in topological order and
at every vertex visit the immediate predecessor vertices, results in an O(N ) I/O bound in the
worst case. However, using an external priority queue we can give a rather obvious algorithm
for solving the problem in O(sort(N )) I/Os [Buffer]. When we evaluate a vertex v we simply
send the result “forward in time” to the appropriate vertices by inserting it in the priority
queue with priority w for all edges (v, w). We can then obtain the inputs to the next vertex
in the topological order just by performing a number of deletemin operations on the queue.
The O(n logm n) I/O bound follows immediately from the I/O bound on the priority queue
operations proved in [Buffer]. As we will discuss in Section 4.2 and 4.3 this idea of traversing
a graph using an external priority queue turns out to be a powerful tool when designing
external-memory graph algorithms.

4.2 External List Ranking and PRAM Simulation
In [40, 42] a large number of efficient external-memory graph algorithms are designed from
PRAM algorithms using PRAM simulation and an O(sort(N )) I/O algorithm for external list
ranking. In [42] it is proved that list ranking requires O(perm(N )) I/Os in external memory,
and O(sort(N )) I/O algorithms for the problem are discussed in [40, 42, 83] and in [Buffer].
Thus the problem is solved optimally for all realistic values of B and M . In the following
two subsection we sketch the ideas in the list-ranking results and the main idea in PRAM
simulation.
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4.2.1 External List Ranking

In order to develop an O(sort(N )) algorithm for list ranking Chiang et al. [40, 42] use a
framework from PRAM algorithms for the problem [8, 46]. The general idea is recursive;
First one produces an independent set of Θ(N ) vertices, that is, a set of vertices none of
which are successors of each other. Then O(1) sorts and scans are used to bridge out the
vertices in the set, that is, for a vertex v in the set one lets the predecessor of v point directly
to the successor of v. This can be done because the vertices are independent, that is, because
the predecessor and the successor of v are not in the set. Now the resulting chain is ranked
recursively, and O(1) sorts and scans are used to reintegrate the removed vertices in the final
solution. Details can be found in [8, 40, 42, 46]. If the independent set can be found in
O(sort(N )) I/Os the whole algorithm also uses O(sort(N )) I/Os, because O(sort(N ) I/Os is
used to bridge out the independent set and because the algorithm is only called recursively
on a constant fraction of the vertices.

In [42] a number of methods for computing the independent set in O(sort(N )) I/O are
sketched. One of them uses time-forward processing as discussed in Section 4.1 (on a slightly
modified version of the circuit evaluation problem) to find a 3-coloring of the list, and the
independent set is then chosen to be the vertices colored by the most popular color. The 3-
coloring algorithm works as follows: First the edges in the list ranking problem are separated
into forward edges {(a, b)|a < b} and backward edges {(a, b)|a > b}. Each of these sets is a
set of chains. The vertices in the first set are then colored with 0 and 1; First the start vertex
of each chain is identified and colored 0, and then time-forward processing is used to color the
rest of the vertices in each chain in alternating colors. This can be done in O(sort(N )) I/Os
using the algorithm in [Buffer]. After that the second set is colored in a similar way with 2
and 1, starting each chain with 2. Now if a vertex is given two different colors (because it
ends one chain and starts another) it is colored 0 unless the two colors are 2 and 1, in which
case it is colored 2. The result is a 3-coloring of the N vertices produced in O(sort(N )) I/Os.

The above 3-coloring leads to an O(sort(N )) I/O algorithm for list ranking. In [42] a
Ω(perm(N )) I/O lower bound is proved on the problem, and the algorithm is thus optimal
for all realistic values of B and M . In [5] it was shown that if an algorithm is capable of
performing N ! permutations then at least one of them requires Ω(perm(N )) I/Os. In [42]
it is shown that even if an algorithm is only capable of performing (N !)αN c (0 < α ≤ 1, c
arbitrary) permutations the lower bound still applies. This is used to prove a lower bound on
the proximate neighbors problem defined as follows: Given N elements in external memory,
each with a key k ≤ N/2, such that for each possible value of k, exactly two elements have
key-value k. The problem is then to permute the elements such that elements with identical
key-value are in the same block. It is shown in [42] that an algorithm solving the proximate
neighbors problem is capable of performing

√
N !/N 1/4 permutation, and therefore it must

use Ω(perm(N )) I/Os in the worst case. Finally, the Ω(perm(N )) I/O lower bound for list
ranking is obtained by reduction from a slightly modified version of the proximate neighbors
problem [42, 128].

Finally, it should be mentioned that Kumar [83] recently has shown how to use a priority
queue to solve the list ranking problem in a more direct way, and that Vengroff [127] has
performed experiments which show that the external list ranking algorithms indeed performs
substantially better than the internal-memory algorithm on large random instances of the
problem.
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4.2.2 PRAM Simulation

As the name suggests the general idea in PRAM simulation is to design an external-memory
algorithm by simulating an existing PRAM algorithm. The underlying intuition is that the
I/O and PRAM models are related in the sense that they both support independent com-
putation on local data. The main idea in PRAM simulation is to simulate a single step of
a N processor O(N ) space PRAM algorithm in O(sort(N )) I/Os. Then the simulation of
the whole PRAM algorithm can also be performed in O(sort(N )) I/Os, provided that the
PRAM algorithm possesses the “geometrically decreasing size” property, that is, that after a
constant number of steps the number of active processors is decreased by a constant factor.
The O(sort(N )) I/O bound then follows from the fact that only the active processors need
to be simulated. Fortunately, many PRAM algorithms have this property and can therefore
be simulated effectively.

In a single step of a PRAM algorithm each of the N processors reads O(1) memory
locations, performs some computation, and writes to O(1) memory locations. The main
problem in simulation such a step is to ensure that when the computation of one processor
is simulated the content of the corresponding memory locations are in internal memory. To
ensure this one first sorts a copy of the content of the memory based on the indices of the
processors for which a given memory location will be operand. Then the computation can be
performed by scanning through the sorted list, performing the computation for each of the
processors, and writing the result to disk. Finally, the results can be sorted back according
to the indices the processors would write them to. As only O(1) sorts and scans are done in
such a process, the simulation only uses O(sort(N )) I/Os as required.

A large number of O(sort(N )) I/O graph algorithms are developed in [40, 42] using the
PRAM technique and the external list ranking algorithm. These includes algorithms for ex-
pression tree evaluation, centroid decomposition, least common ancestor, minimum spanning
tree verification, connected components, minimum spanning forest, biconnected components,
ear decomposition, and a number of problems on planar s, t-graphs.

4.3 I/O Complexity of OBDD Manipulation

Many problems in digital-systems design and verification, mathematical logic, concurrent
system design and artificial intelligence can be expressed and solved in terms of boolean func-
tions [33]. The efficiency of such solutions depends on the data structures used to represent
the boolean functions and on the algorithms used to manipulate these data structures. Or-
dered Binary-Decision Diagrams (OBDDs) [32, 33] are the state-of-the-art data structure for
boolean function manipulation and they have been successfully used to solve problems from
all of the above mentioned areas. There exist implementations of OBDD software packages
for a number of sequential and parallel machines [17, 31, 101, 102]. Even though there exist
very different sized OBDD representations of the same boolean function, OBDDs in real ap-
plications tend to be very large. In [17] for example OBDDs of Gigabyte size are manipulated
in order to verify logic circuit designs, and researchers in this area would like to be able to
manipulate OBDDs orders of magnitude larger.

An OBDD is a branching program with some extra constraints. A branching program is a
directed acyclic graph with one root, whose leaves (sinks) are labeled with boolean constants.
The non-leaves are labeled with boolean variables and have two outgoing edges labeled 0
and 1, respectively. If a vertex has label xi we say that it has index i. If f is the function
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Figure 4.4: Example of OBDD. Figure 4.5: Reduced OBDD.

represented by the branching program, an evaluation of f(a1, . . . , an) starts at the root and
follows for a vertex labeled xi the outgoing edge with label ai. The label of the sink reached
in this way equals f(a1, . . . , an). An OBDD is a branching program for which an ordering of
the variables in the vertices is fixed. For simplicity one normally assumes that this ordering
is the natural one, x1, . . . , xn. If a vertex with label xj is a successor of a vertex with label
xi, the condition j > i has to be fulfilled. An example of an OBDD is shown in Figure 4.4.
An OBDD representing a boolean function of n variables can be of size 2n, and different
variable orderings can lead to representations of different size. There exist several algorithms
(using heuristics) for choosing a variable-ordering that minimizes the OBDD-representation
of a given function [88, 112].

In [32] Bryant proved that for a given variable ordering and a given boolean function there
is exactly one OBDD—called the reduced OBDD —of minimal size. The OBDD in Figure 4.5
is the reduced version of the OBDD in Figure 4.4. As the reduced OBDD is canonical it is
trivial to decide if two reduced OBDDs represent the same function or if a given reduced OBDD
represents a satisfiable function. Bryant designed two fundamental operations on OBDDs—
the reduce and the apply operation. The reduce operation computes the reduced version of a
given OBDD, and the apply operation takes the OBDD representations of two functions and
computes the representation of the function formed by combining them with a given binary
logical operator. These two operations are (almost) all one needs in algorithms manipulation
boolean function. Bryants algorithm for reducing an OBDD G with |G| vertices requires
O(|G| log |G|) time. Later algorithms running in O(|G|) time have been developed [33, 118].
Bryant also gave an O(|G1|·|G2|) time algorithm for using the apply operation on two OBDDs
of size |G1| and |G2|. Later several authors have given alternative apply algorithms running
in the same time bound [17, 101, 102].

One example of an application of OBDDs is given in Figure 4.6, where we wish to verify
that the shown circuit fulfills its specification, that is, that it computes the desired function
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Figure 4.6: Verifying that a circuit computes the function (x3 ∧ x4) ∨ (x1 ∧ x3) ∨ (x3 ∧ x2).
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(x3 ∧ x4) ∨ (x1 ∧ x3) ∨ (x3 ∧ x2). We can do so by building a reduced OBDD for the circuit
and one for the specification. If these two OBDDs are equal we have verified the circuit. The
OBDDs can easily be build in an incremental way using the apply operation, and it turns
out that the circuit in Figure 4.6 indeed computes the given function (building the OBDDs
for the circuit and the function both result in the OBDD given in Figure 4.6). This general
method is used to verify even very large VLSI layouts, and it is not unusual to manipulated
OBDDs of up to Gigabyte size in such applications [17]. Researchers in the area would like
to be able to manipulate orders of magnitude larger OBDDs, but the limit on the size of the
problem instances one has been able to solve in practice has generally been determined by
the ability to find representations that fit in internal memory.

In [OBDD] we analyze the I/O performance of known OBDD-manipulation algorithms
and develop new I/O-efficient algorithms. We show that in analogy with other internal-
memory graph algorithms all existing reduce and apply algorithms have a poor worst-case
performance, that is, they use Ω(|G|) and Ω(|G1| · |G2|) I/Os, respectively. We develop
new algorithms which use O(sort(N )) and O(sort(|G1| · |G2|)) I/Os, respectively. Finally,
we show that for a special class of algorithms, which include all existing reduce algorithms,
Ω(perm(|G|)) is a lower bound on the number of I/Os needed to reduce an OBDD of size |G|.
Below we sketch the ideas behind these results for the reduce operation.

4.3.1 The Reduce Operation

In [32] Bryant proved that iterated use of the following two reduction rules on a OBDD with
at most one 0-sink and one 1-sink yields the reduced OBDD: 1) If the two outgoing edges
of vertex v lead to the same vertex w, then eliminate vertex v by letting all edges leading
to v lead directly to w. 2) If two vertices v and w labeled with the same variable have the
same 1-successor and the same 0-successor, then merge v and w into one vertex. For example,
using rule two on one of the vertices in Figure 4.4 with index three yields the reduced OBDD
in Figure 4.5.

All the reduction algorithms reported in the literature [17, 32, 33, 101, 102] basically work
in the same way. They process the vertices level by level from the sinks to the root, and
assign a (new) unique integer label to each unique sub-OBDD root. Processing a level, under
the assumption that all lower levels have already been processed, is done by looking at the
new labels of the children of the vertices on the level in question, checking if the reduction
rules can be used, and assigning new labels to the vertices.

It is fairly easy to realize that all the existing reduce algorithms perform poorly in an I/O
environment, that is, that they all use O(|G|) I/Os in the worst case. The main reason is
analogous to the reason why the internal-memory algorithms for the list-ranking and circuit
evaluation problems perform poorly. The problem is the requirement to visit the children
during the processing of a level of vertices. As there is no “nice” pattern in the way the
children are visited (mainly because a vertex can have large fan-in), the algorithms can in the
worst case be forced to do an I/O every time a child is visited. This is very similar to the
problem encountered in time-forward processing. In [OBDD] we show that similar problems
arise when performing the apply operation. Actually, we show that the poor performance can
occur even if we assume that the OBDDs are initially blocked in some natural way, e.g. in a
depth-first, breadth-first or levelwise manner. When we e.g. say that an OBDD is levelwise
blocked, we mean that any given disk block only contains vertices from one level of the OBDD.

The main idea in the new reduce algorithm given in [OBDD] is very similar to the time-
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forward processing algorithm in [Buffer]; When a vertex is given a new label we “inform” all
its immediate predecessors about it in a “lazy” way using a priority queue. Thus the algorithm
basically works like the previously know algorithms, except that every time a vertex v is given
a new label, an element is inserted in an external priority queue for each of the immediate
predecessors of v. The elements in the priority queue are ordered according to level and
number of the “receiving” vertex. Thus when one on a higher level wants to know the new
labels of children of vertices on the level, one can simply perform deletemin operations on the
queue until all elements on the level in question have been obtained. This way the potentially
expensive “pointer chasing” is avoided. That the algorithm overall uses O(sort(|G|)) I/Os
again basically follows from the I/O-bounds on the priority queue operations.

The Ω(perm(N )) I/O lower bound on the reduce operation is proved using techniques
similar to the ones used in [42]. We define a variant of the proximate neighbors problem
discussed earlier called the split proximate neighbors problem (SPN). In this problem we are
as previously givenN elements with a key each, such that precisely two elements have the same
key. Furthermore, we require that the keys of the first N/2 elements (and consequently also
the last N/2) are distinct, and that the keys of the first N/2 elements are sorted. Following
the proof of the lower bound on the proximate neighbors problem, we can prove that an
algorithm for the SPN problem must be capable of performing (N !)1/3 permutations and
thus we obtain an O(perm(N )) lower bound.

The general idea in the reduce lower bound proof is then a reduction of SPN to the reduce
problem. However, unlike SPN where all elements are present somewhere in internal or
external memory throughout the life of an algorithm for the problem, vertices may disappear
and new ones may be created during a reduce operation. In the extreme case all vertices of an
input OBDD are removed by a reduce algorithm and replaced by one (sink) vertex. Therefore
we need to restrict our attention to a specific class of reduction algorithms in order to prove
the lower bound. Intuitively the class we consider consists of all algorithms that work by
assigning new labels to vertices and then check if the reduction rules can be used on a vertex
by loading its two children to obtain their new labels (the class is defined precisely in [OBDD]
using a pebble game). All known reduction algorithms belong to the class. Restricting the
attention to this special class of algorithms the reduction now works as sketched on Figure 4.7,
where it is shown how the elements in an SPN instance are encoded in the lowest levels of an
OBDD. The marked vertices are the vertices containing elements from the instance, and the
vertices to the left of the vertical dotted line contain the first half of the elements. Vertices
containing elements with the same key are connected with an edge. Since we only consider
algorithms from the special class, we know that at some point during the reduce algorithm
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Figure 4.7: Sketch of how a SPN problem is reduced to the problem of reducing an OBDD.
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the two vertices containing an SPN element with the same key will have to be in internal
memory at the same time. Therefore, we can construct an algorithm for SPN from a reduce
algorithm, and thus obtain a O(perm(N )) I/O lower bound on the latter.
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4.4 Bibliographic Notes and Summary of our Contributions

Chiang et al. [42] proved lower bounds and used PRAM simulation and a list ranking algorithm to
design efficient algorithms for a large number of graph problems. Some of the results are given in
more detail in [40]. They gave several O(sort(N)) I/O list ranking algorithms based on the framework
used to design parallel algorithms for the problem. The difference between these algorithms is the way
the independent set is produced. They gave a simple randomized algorithm based on an approach
used in [8] and two deterministic algorithms that work by producing a 3-coloring of the list. Their
deterministic algorithms only work under some (unrestrictive in practice) restriction on the block and
memory size. The first deterministic algorithm only works if B = O(N/ log(t)N) for some fixed t > 0.
Here log(t)N is the iterated logarithm. Put another way, B should not be too large. The second
algorithm relies on time-forward processing and the algorithm they develop for this problem using the
distribution paradigm only works if

√
m/2 log(m/2) ≥ 2 log(2n/m), that is, m = M/B should not

be to small. By developing the priority queue in [Buffer] and obtaining the alternative time-forward
processing algorithm we remove these restrictions. All the algorithms developed in [40, 42] mentioned
in Section 4.2.2 rely on the algorithm for the list ranking problem. Thus by designing a list ranking
(time-forward processing) algorithm without assumptions on the size of B and M we also remove the
assumptions from all of these algorithms. Finally, Chiang in [40] also describes how to use the priority
queue to obtain algorithms for e.g. expression tree evaluation directly without using PRAM simulation
or list ranking. Recently, Kumar has also developed some I/O graph algorithms using external data
structures [83].

Bryant introduced OBDDs and developed algorithms which traverse the OBDDs in a depth-first
way [32, 33]. Later algorithms working in a breadth-first manner were developed [101]. In [17] and [102]
it was realized that the depth-first or breadth-first traversals are one main reason why the traditional
algorithms do not perform well when the OBDDs are too large to fit in internal memory, and new
levelwise algorithms were developed. The general idea in these algorithms is to store the OBDDs
in a level-blocked manner, and then try to access the vertices in a level-by-level pattern. Previous
algorithms did not explicitly block the OBDDs. In [17, 102] speed-ups of several hundreds compared to
the “traditional” algorithms are reported using this idea. Recently, speedups obtained by considering
blocking issues between levels of internal memory have been reported in [80]. In [OBDD] we show
that all the known reduce and apply algorithms in the worst case use O(|G|) and O(|G1| · |G2|) I/Os,
respectively, even the algorithms specifically designed with I/O in mind. One natural question to
ask is of course why experiments with these algorithms then show so huge speedups compared to
the traditional algorithms. The answer is partly that the traditional depth-first and breadth-first
algorithms behave so poorly with respect to I/O that just considering I/O-issues, and actually try
to block the OBDDs and access them in a “sequential” way, leads to large speedups. However, we
believe that one major reason for the experimental success in [17, 102] is that the OBDDs in the
experiments roughly are of the size of the internal memory of the machines used. This means that one
level of the OBDDs fits in internal memory, which again explains the good performance because the
worst case behavior occurs when one level of the OBDD does not fit in internal memory. In [OBDD]
an O(perm(|G|)) I/O lower bound on the reduce operation is proved under the assumption that the
reduce algorithm belongs to a special class of algorithms. The class is defined using a graph pebble
game. We believe that in order to state precisely in which model of computation the lower bounds
proved in [42] hold one needs to consider a similar game. The O(perm(|G|)) lower bound applies even
if we know that the OBDD is blocked in a breadth-first, depth-first manner or level blocked (like in
the algorithms in [17, 102]) manner. It also applies if the OBDD is what we call minimal-pair blocked,
which is the intuitively best blocking strategy for the class of algorithms considered, namely a blocking
that minimizes the number of pairs of vertices connected with an edge which are not in the same block.
We believe that the O(sort(|G|)) I/O reduce and O(sort(|G1| · |G2|)) I/O apply algorithms developed
in [OBDD] are of practical interest due to relatively small constants in the asymptotic bounds.
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Chapter 5

Conclusions

Beware of bugs in the above code; I have only proved it correct, not tried it
D. Knuth

Designing algorithms with good I/O performance is crucial in a number of areas where the
I/O-bottleneck is becoming increasingly important. In the preceeding chapters we have sur-
veyed important results in the area of I/O algorithms. However, while a number of basic
techniques for designing efficient external-memory algorithms now exist, and while there ex-
ist efficient external algorithms for a number of basic and important computational geometry
and graph problems, there are still a lot of open questions. The young field of I/O-efficient
computation is to a large extent still wide open. Even though the experimental results re-
ported so far are encouraging, a major future goal is to investigate the practical merits of the
developed I/O algorithms.

5.1 Concluding Remarks on our Contributions

The work in this thesis has demonstrated that it can be very fruitful to take a data structure approach
to the design of I/O algorithms. We have developed a number of efficient external data structures
and shown how they can be used to develop alternative, new and improved I/O algorithms. We have
shown how external data structures can be used as an alternative to normal internal data structures
in plane-sweep algorithms and thus directly obtained efficient algorithms for a number of problems
involving geometric objects. These algorithms are alternatives to other algorithms developed using
special I/O design techniques. Exemplified by external fractional cascading, we have shown how
the data structure approach can be a catalyzer for the development of new algorithms through the
development of external-memory versions of known internal-memory techniques. Finally, in the case
of external graph algorithms we have seen how the development of external data structures almost
immediately can lead to improvements of previously known algorithms.
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Abstract

In this paper we develop a technique for transforming an internal-memory tree data
structure into an external-memory structure. We show how the technique can be used
to develop a search tree like structure, a priority queue, a (one-dimensional) range tree
and a segment tree, and give examples of how these structures can be used to develop
efficient I/O algorithms. All our algorithms are either extremely simple or straightforward
generalizations of known internal-memory algorithms—given the developed external data
structures. We believe that algorithms relying on the developed structure will be of
practical interest due to relatively small constants in the asymptotic bounds.

1 Introduction

In the last few years, more and more attention has been given to Input/Output (I/O) com-
plexity of existing algorithms and to the development of new I/O-efficient algorithms. This is
due to the fact that communication between fast internal memory and slower external mem-
ory is the bottleneck in many large-scale computations. The significance of this bottleneck
is increasing as internal computation gets faster, and especially as parallel computing gains
popularity [107]. Currently, technological advances are increasing CPU speed at an annual
rate of 40-60% while disk transfer rates are only increasing by 7-10% annually [113].

A lot of work has already been done on designing external memory versions of known
internal-memory data structures (e.g. [16, 67, 74, 79, 82, 110, 119, 121, 130]), but practically
all of these data structures are designed to be used in on-line settings, where queries should be
∗This paper is a revised and extended version of BRICS report 94-16. An extended abstract version was

presented at the Fourth Workshop on Algorithms and Data Structures (WADS’95)
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answered immediately and within a good worst case number of I/Os. This effectively means
that using these structures to solve off-line problems yields non-optimal algorithms because
they are not able to take full advantage of the large internal memory. Therefore a number of
researchers have developed techniques and algorithms for solving large-scale off-line problems
without using external memory data structures [5, 42, 67].

In this paper we develop external data structures that take advantage of the large main
memory. This is done by only requiring good amortized performance of the operations on the
structures, and by allowing search operations to be batched. The data structures developed
can then be used in simple and I/O-efficient algorithms for computational geometry and graph
problems. As pointed out in [42] and [67] problems from these two areas arise in many large-
scale computations in e.g. object-oriented, deductive and spatial databases, VLSI design
and simulation programs, geographic informations systems, constraint logic programming,
statistics, virtual reality systems, and computer graphics.

1.1 I/O Model and Previous Results

We will be working in an I/O model introduced by Aggarwal and Vitter [5]. The model has
the following parameters:

N = # of elements in the problem instance;
M = # of elements that can fit into main memory;
B = # of elements per block,

where M < N and 1 ≤ B ≤ M/2. The model captures the essential parameters of many of
the I/O-systems in use today, and depending on the size of the data elements, typical values
for workstations and file servers are on the order of M = 106 or 107 and B = 103. Large-scale
problem instances can be in the range N = 1010 to N = 1012.

An I/O operation in the model is a swap of B elements from internal memory with B
consecutive elements from external memory. The measure of performance we consider is the
number of such I/Os needed to solve a given problem. Internal computation is for free. As
we shall see shortly the quotients N/B (the number of blocks in the problem) and M/B (the
number of blocks that fit into internal memory) play an important role in the study of I/O-
complexity. Therefore, we will use n as shorthand for N/B and m for M/B. Furthermore, we
say that an algorithm uses a linear number of I/O operations if it uses at most O(n) I/Os to
solve a problem of size N . In [133] the I/O model is extended with a parameter D. Here the
external memory is partitioned into D distinct disk drives, and if no two blocks come from
the same disk, D blocks can be transferred per I/O. The number D of disks range up to 102

in current disk arrays.
Early work on I/O algorithms concentrated on algorithms for sorting and permutation-

related problems in the single disk model [5], as well as in the extended version of the I/O-
model [98, 99, 131, 133]. External sorting requires Θ(n logm n) I/Os,1 which is the external
memory equivalent of the well-known Θ(N logN ) time bound for sorting in internal mem-
ory. Note that this means that O( logm n

B ) is the I/O bound corresponding to the O(log2N )
bound on the operations on many internal-memory data structures. More recently external-
memory researchers have designed algorithms for a number of problems in different areas.

1We define for convenience logm n = max{1, (logn)/(logm)}.
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Most notably I/O-efficient algorithms have been developed for a large number of computa-
tional geometry [15, 67] and graph problems [42]. In [13] a general connection between the
comparison-complexity and the I/O-complexity of a given problem is shown in the “com-
parison I/O model” where comparison of elements is the only allowed operation in internal
memory.

1.2 Our Results

In this paper we develop a technique for transforming an internal-memory tree data structure
into an external memory data structure. We use our technique to develop a number of
external memory data structures, which in turn can be used to develop optimal algorithms
for problems from the different areas previously considered with respect to I/O-complexity.
All these algorithms are either extremely simple or straightforward generalizations of known
internal-memory algorithms—given the developed external data structures. This is in contrast
to the I/O-algorithms developed so far, as they are all very I/O-specific. Using our technique
we on the other hand manage to isolate all the I/O-specific parts of the algorithms in the data
structures, which is nice from a software engineering point of view. Ultimately, one would like
to give the task of transforming an ordinary internal-memory algorithm into a good external
memory one to the compiler. We believe that our technique and the developed structures will
be useful in the development of algorithms for other problems in the mentioned areas as well
as in other areas. Examples of this can be found in [12, 15, 40]. More specifically, the results
in this paper are the following:

Sorting: We develop a simple dynamic tree structure (The Buffer Tree) with operations
insert, delete and write. We prove amortized I/O bounds of O( logm n

B ) on the first two oper-
ations and O(n) on the last. Using the structure we can sort N elements with the standard
tree-sort algorithm in the optimal number of I/Os. This algorithm is then an alternative to
the sorting algorithms developed so far. The algorithm is the first I/O-algorithm that does
not need all the elements to be present by the start of the algorithm.

Graph Problems: We extend the buffer tree with a deletemin operation in order to
obtain an external-memory priority queue. We prove an O( logm n

B ) amortized bound on the
number of I/Os used by this operation. Using the structure it is straightforward to develop an
extremely simple algorithm for “circuit-like” computations as defined in [42]. This algorithm
is then an alternative to the “time-forward processing technique” developed in the same
paper. The time-forward processing technique only works for large values of m, while our
algorithm works for all m. In [42] the time-forward processing technique is used to develop
an efficient I/O algorithm for external-memory list-ranking, which in turn is used to develop
efficient algorithms for a large number of graph-problems.2 All these algorithms thus inherit
the constraint on m and our new algorithm removes it from all of them. Finally, the structure
can of course also be used to sort optimally.

Computational Geometry Problems: We also extend the buffer tree with a batched
rangesearch operation in order to obtain an external (one-dimensional) range tree structure.
We prove an O( logm n

B +r) amortized bound on the number of I/Os used by the operation. Here
r is the number of blocks reported. Furthermore, we use our technique to develop an external
version of the segment tree with operations insert/delete and batched search with the same

2Expression tree evaluation, centroid decomposition, least common ancestor, minimum spanning tree ver-
ification, connected components, minimum spanning forest, biconnected components, ear decomposition, and
a number of problems on planar st-graphs.
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I/O bounds as the corresponding operations on the range tree structure. The two structures
enable us to solve the orthogonal line segment intersection, the batched range searching, and
the pairwise rectangle intersection problems in the optimal number of I/O operations. We
can solve these problems with exactly the same plane-sweep algorithms as are used in internal
memory. As mentioned, large-scale computational geometry problems arise in many areas.
The three intersection reporting problems mentioned especially arise in VLSI design and are
certainly large-scale in such applications. The pairwise rectangle intersection problem is of
special interest, as it is used in VLSI design rule checking [26]. Optimal algorithms for the
three problems are also developed in [67], but as noted earlier these algorithms are very
I/O-specific, while we manage to “hide” all the I/O-specific parts in the data structures and
use the known internal-memory algorithms. A note should also be made on the fact that
the search operations are batched. Batched here means that we will not immediately get the
result of a search operation. Furthermore, parts of the result will be reported at different
times when other operations are performed. This suffices in the plan-sweep algorithms we
are considering, as the sequence of operations done on the data structure in these algorithms
does not depend on the results of the queries in the sequence. In general, problems where
the whole sequence of operations on a data structure is known in advance, and where there is
no requirement on the order in which the queries should be answered, are known as batched
dynamic problems [55].

As mentioned some work has already been done on designing external versions of known
internal dynamic data structures, but practically all of it has been done in the I/O model
where the size of the internal memory equals the block size. The motivation for working in
this model has partly been that the goal was to develop structures for an on-line setting, where
answers to queries should be reported immediately and within a good worst-case number of
I/Os. This means that if we used these structures to solve the problems we consider in this
paper, we would not be able to take full advantage of the large main memory. Consider
for example the well-known B-tree [21, 51, 82]. On such a tree one can do an insert or
delete operation in O(logB n) I/Os and a rangesearch operation in O(logB n+ r) I/Os. This
means that using a B-tree as sweep-structure in the standard plane-sweep algorithm for the
orthogonal line segment intersection problem results in an algorithm using O(N logB n + r)
I/Os. But an optimal solution for this problem only requires O(n logm n + r) I/Os [13, 67].
For typical systems B is less than m so logB n is larger than logm n, but more important,
the B-tree solution will be slower than the optimal solution by a factor of B. As B typically
is on the order of thousands this factor is crucial in practice. The main problem with the
B-tree in this context is precisely that it is designed to have a good worst-case on-line search
performance. In order to take advantage of the large internal memory, we on the other hand
use the fact that we only are interested in the overall I/O use of the algorithm for an off-line
problem—that is, in a good amortized performance of the involved operations—and sometime
even satisfied with batched search operations.

As mentioned we believe that one of the main contributions of this paper is the develop-
ment of external-memory data structures that allow us to use the normal internal-memory
algorithms and “hide” the I/O-specific parts in the data structures. Furthermore, we be-
lieve that our structures will be of practical interest due to relatively small constants in the
asymptotic bounds. We hope in the future to be able to implement some of the structures
in the transparent parallel I/O environment (TPIE) developed by Vengroff [126]. Results of
experiments on the practical performance of several algorithms developed for the I/O model
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are reported in [40, 41, 129].
The main organization of the rest of this paper is the following: In the next section we

sketch our general technique. In section 3 we then develop the basic buffer tree structure which
can be use to sort optimally, and in section 4 and 5 we extend this structure with a deletemin
and batched rangesearch operation, respectively. The external version of the segment tree
is developed in section 6. Using techniques from [99] all the developed structures can be
modified to work in the D-disk model—that is, the I/O bounds can be divided by D. We
discuss such an extension in Section 7. Finally, conclusions are given in Section 8.

2 A Sketch of the Technique

In this section we sketch the main ideas in our transformation technique. When we want to
transform an internal-memory tree data structure into an external version of the structure, we
start by grouping the (binary) nodes in the structure into super-nodes with fan-out Θ(m)—
that is, fan-out equal to the number of blocks that fits into internal memory. We furthermore
group the leaves together into blocks obtaining an O(logm n) “super-node height”. To each
of the super-nodes we then assign a “buffer” of size Θ(m) blocks. No buffers are assigned to
the leaves. As the number of super-nodes on the level just above the leaves is O(n/m), this
means that the total number of buffers in the structure is O(n/m).

Operations on the structure—updates as well as queries—are then done in a “lazy” man-
ner. If we for example are working on a search tree structure and want to insert an element
among the leaves, we do not right away search all the way down the tree to find the place
among the leaves to insert the element. Instead, we wait until we have collected a block of
insertions (or other operations), and then we insert this block in the buffer of the root. When
a buffer “runs full” the elements in the buffer are “pushed” one level down to buffers on the
next level. We call this a buffer-emptying process. Deletions or other and perhaps more com-
plicated updates, as well as queries, are basically done in the same way as insertions. This
means that we can have several insertions and deletions of the same element in the tree, and
we therefore time stamp the elements when we insert them in the top buffer. It also means
that the queries get batched in the sense that the result of a query may be generated (and
reported) lazily by several buffer-emptying processes.

The main requirement needed to show the I/O bounds mentioned in the introduction
is that we should be able to empty a buffer in O(m + r′) I/O operations. Here r′ is the
number of blocks reported by query operations in the emptied buffer. If this is the case,
we can do an amortization argument by associating a number of credits to each block
of elements in the tree. More precisely, each block in the buffer of node x must hold
O(the height of the tree rooted at x) credits. As we only do a buffer-emptying process when
the buffer runs full, that is, when it contains Θ(m) blocks, and as we can charge the r′-term to
the queries that cause the reports, the blocks in the buffer can pay for the emptying-process as
they all get pushed one level down. On insertion in the root buffer we then have to give each
update element O( logm n

B ) credits and each query element O( logm n
B + r) credits, and this gives

us the desired bounds. Of course we also need to consider e.g. rebalancing of the transformed
structure. We will return to this, as well as the details in other operations, in later sections.
Another way of looking at the above amortization argument is that we touch each block a
constant number of times on each level of the structure. Thus the argument still holds if we
can empty a buffer in a linear number of I/Os in the number of elements in the buffer. In later
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sections we will use this fact several times when we show how to empty a buffer containing x
blocks, where x is bigger than m, in O(m+x) = O(x) I/Os. Note also that the amortization
argument works as long as the fan-out of the super-nodes is Θ(mc) for 0 < c ≤ 1, as the
super-node height remains O(logm n) even with this smaller fan-out. We will use this fact in
the development of the external segment tree.

3 The Buffer Tree

In this section we will develop the basic structure—which we call the buffer tree—and only
consider the operations needed in order to use the structure in a simple sorting algorithm.
In later sections we then extend this basic structure in order to obtain an external priority
queue and an external (one-dimensional) range tree.
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���O(logm n)

B

m blocks

1
4m . . .m

Figure 1: The buffer tree.

The buffer tree is an (a, b)-tree [73] with a = m/4 and b = m, extended with a buffer
in each node. In such a tree all nodes except for the root have fan-out between m/4 and
m, and thus the height of the tree is O(logm n). The buffer tree is pictured in Figure 1.
As discussed in section 2 we do the following when we want to do an update on the buffer
tree: We construct a new element consisting of the element to be inserted or deleted, a time
stamp, and an indication of whether the element is to be inserted or deleted. When we have
collected B such elements in internal memory, we insert the block in the buffer of the root.
If the buffer of the root still contains less than m/2 blocks we stop. Otherwise, we empty
the buffer. The buffer-emptying process is described in Figure 2 and 5. We define internal
nodes to be all nodes which do not have leaves as children, and the basic part of the process
which is used on these nodes (corresponding to the discussion in the last section) is given in
Figure 2. Note that the buffer-emptying process is only done recursively on internal nodes.

• Load the partitioning (or routing) elements of the node into internal memory.
• Repeatedly load (at most) m/2 blocks of the buffer into internal memory and do the following:

1. Sort the elements from the buffer in internal memory. If two equal elements—an insertion and
a deletion—“meet” during this process, and if the time stamps “fit”, then the two elements
annihilates.

2. Partition the elements according to the partitioning elements and output them to the appropriate
buffers one level down (maintaining the invariant that at most one block in a buffer is non-full).

• If the buffer of any of the children now contains more than 1
2m blocks, and if the children are internal

nodes, then recursively apply the emptying-process on these nodes.

Figure 2: The buffer-emptying process on internal nodes.
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Rebalancing after inserting an element below v:

DO v has b+ 1 children ->
IF v is the root ->
let x be a new node and make v its only child

ELSE
let x be the parent of v

FI
Let v′ be a new node
Let v′ be a new child of x immediately after v
Split v:
Take the rightmost d(b+ 1)/2e children
away from v and make them children of v′.

Let v=x
OD
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Figure 3: Insert in (a, b) tree.

Rebalancing after deleting an element below v:

DO v has a− 1 children AND
v′ has less than a+ t + 1 children ->

Fuse v and v′:
Make all children of v′ children of v

Let v=x
Let v′ be a brother of x
IF x does not have a brother (x is the root)

AND x only has one child ->
Delete x
STOP

FI
Let x be the parent of v.

OD
(* either v has more than a children and we
are finished, or we can finish by sharing *)
IF v has a− 1 children ->
Share:
Take s children away from v′ and
make them children of v.

FI
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Figure 4: Delete from (a, b)-tree (s = d((b/2− a) + 1)/2e and t = (b/2− a) + s− 1).

Only after finishing all buffer-emptying processes on internal nodes, we empty the buffers of
the leaf nodes as we call the nodes which are not internal. That the buffer-emptying process
on an internal node can be done in a linear number of I/Os as required is easily realized: The
elements are loaded and written ones, and at most O(m) I/Os are used on writing non-filled
blocks every time we load m/2 blocks. Note that the cost of emptying a buffer containing
o(m) blocks remains O(m), as we distribute the elements to Θ(m) children.

The emptying of a leaf buffer is a bit more complicated as we also need to consider
rebalancing of the structure when we empty such a buffer. The algorithm is given in Figure 5.
Basically the rebalancing is done precisely as on normal (a, b)-trees [73]. After finding the
position of a new element among the elements in the leaves of an (a, b)-tree, the rebalancing
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• As long as there is a leaf node v with a full buffer (size greater than m/2 blocks) do the following (x is
the number of leaves of v):

1. Sort the elements in the buffer of v with an optimal I/O sorting algorithm and remove “matching”
insert/delete elements.

2. Merge the sorted list with the sorted list of elements in the leaves of v while removing “matching”
insert/delete elements.

3. If the number of blocks of elements in the resulting list is smaller than x do the following:

(a) Place the elements in sorted order in the leaves of v.
(b) Add “dummy-blocks” until v has x leaves and update the partition elements in v.

4. If the number of blocks of elements in the resulting list is bigger than x do the following:

(a) Place the x smallest blocks in the leaves of v and update the partition elements of v accord-
ingly.

(b) Repeatedly insert one block of the rest of the elements and rebalance.

• Repeatedly delete one dummy block and rebalance—while performing a buffer-emptying process on the
relevant nodes involved in a rebalance operation (v′ of Figure 4) before the operation is done (if v′ is a
leaf node its buffer is emptied as described above).
If the delete (or rather the buffer-emptying processes done as a result of it) results in any leaf buffer
becoming full, these buffers are emptied as described above before the next dummy block is deleted.

Figure 5: Emptying the buffers of the leaf nodes.

is done by a series of “splits” of node in the structure. We give the algorithm in Figure 3.
Similarly, after deleting an element in a leaf the rebalancing is accomplished by a series of
node “fusions” possibly ending with a node “sharing”. The algorithm is given in Figure 4. In
the buffer tree case we need to modify the delete rebalancing algorithm slightly because of the
buffers. The modification consists of doing a buffer-emptying process before every rebalance
operation. More precisely, we do a buffer-emptying process on v′ in Figure 4 when it is
involved in a fuse or share rebalancing operation. This way we can do the actual rebalancing
operation as normally, without having to worry about elements in the buffers. This is due to
the fact that our buffer-emptying process on internal nodes maintains the invariant that if the
buffer of a leaf node runs full then all nodes on the path to the root have empty buffers. Thus
when we start rebalancing the structure (insert and delete the relevant blocks) after emptying
all the leaf buffers (Figure 5), all nodes playing the role of v in split, fuse or share rebalance
operations already have empty buffers. Also if the emptying of the buffer of v′ results in a leaf
buffer running full, the invariant will be fulfilled because all nodes on the path from v′s parent
x to the root have empty buffers. Note that the reason for not doing buffer-emptying processes
on leaf nodes recursively, is to prevent different rebalancing operations from interfering with
each other. This is also the reason for the special way of handling deletes with dummy blocks;
while deletion of a block may result in several buffer-emptying processes, this is not the case
for insertions as no buffer-emptying process are necessary in this rebalancing algorithm.

We can now prove our main theorem.

Theorem 1 The total cost of an arbitrary sequence of N intermixed insert and delete oper-
ation on an initially empty buffer tree is O(n logm n) I/O operations, that is, the amortized
cost of an operation is O( logm n

B ) I/Os.
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Proof : As discussed in Section 2 the total cost of all the buffer-emptying processes on internal
nodes with full buffers is bounded by O(n logm n) I/Os. This follows from the fact that one
such process uses a linear number of I/Os in the number of blocks pushed one level down.

During the rebalancing operations we empty a number of non-full buffers usingO(m) I/Os,
namely one for each rebalancing operation following a deletion of a block. Furthermore, it is
easy to realize that the administrative work in a rebalancing operation—updating partitioning
elements and so on—can be performed in O(m) I/Os. In [73] it is shown that the number of
rebalancing operations in a sequence of K updates on an initially empty (a, b)-tree is bounded
by O(K/(b/2− a)) if b > 2a. As we are inserting blocks in the (m/4, m)-tree underlying the
buffer tree this means that the total number of rebalance operations in a sequence of N
updates on the buffer tree is bounded by O(n/m). Thus the total cost of the rebalancing is
O(n).

The only I/Os we have not counted so far are the ones used on emptying leaf buffers. The
number of I/Os used on a buffer-emptying process on a leaf node is dominated by the sorting
of the elements (Figure 5, step 1). As any given element will only once be involved in such a
sorting the total number of I/Os used to empty leaf buffers is bounded by O(n logm n). This
proves the lemma. 2

In order to use the transformed structure in a simple sorting algorithm, we need a
empty/write operation that empties all the buffers and then reports the elements in the
leaves in sorted order. The emptying of all buffers can easily be done just by performing a
buffer-emptying process on all nodes in the tree—from the top. As emptying one buffer costs
O(m) I/Os amortized, and as the total number of buffers in the tree is O(n/m), we have the
following:

Theorem 2 The amortized I/O cost of emptying all buffers of a buffer tree after performing
N updates on it, and reporting all the remaining elements in sorted order, is O(n).

Corollary 1 N elements can be sorted in O(n logm n) I/O operations using the buffer tree.

As mentioned the above result is optimal and our sorting algorithm is the first that does
not require all the elements to be present by the start of the algorithm. In Section 7 we
discuss how to avoid the sorting algorithm used in the buffer-emptying algorithm.

Before continuing to design more operations on the buffer tree a note should be made
on the balancing strategy used. We could have used a simpler balancing strategy than the
one presented in this section. Instead of balancing the tree bottom-up we can balance it in a
top-down style. We can make such a strategy work, if we “tune” our constants (fan-out and
buffer-size) in such a way that the maximal number of elements in the buffers of a subtree is
guaranteed to be less that half the number of elements in the leaves of the subtree. If this is
the case we can do the rebalancing of a node when we empty its buffer. More precisely, we
can do a split, a fuse or a sharing in connection with the buffer-emptying process on a node,
in order to guarantee that there is room in the node to allow all its children to fuse or split.
In this way we can make sure that rebalancing will never propagate. Unfortunately, we have
not been able to make this simpler strategy work when rangesearch operations (as discussed
in Section 5) are allowed.
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4 An External Priority Queue

Normally, we can use a search tree structure to implement a priority queue because we know
that the smallest element in a search tree is in the leftmost leaf. The same strategy can be
used to implement an external priority queue based on the buffer tree. There are a couple of
problems though, because using the buffer tree we cannot be sure that the smallest element
is in the leftmost leaf, as there can be smaller elements in the buffers of the nodes on the
leftmost path. However, there is a simple strategy for performing a deletemin operation in the
desired amortized I/O bound. When we want to perform a deletemin operation we simply do
a buffer-emptying process on all nodes on the path from the root to the leftmost leaf. To do so
we use O(m · logm n) I/Os amortized. After doing so we can be sure not only that the leftmost
leaf consists of the B smallest elements, but also that (at least) the 1

4m ·B smallest elements
in the tree are in the children (leaves) of the leftmost leaf. If we delete these elements and
keep them in internal memory, we can answer the next 1

4m ·B deletemin operations without
doing any I/Os. Of course we then also have to check insertions and deletions against the
minimal elements in internal memory. This can be done in a straightforward way without
doing extra I/Os, and a simple amortization argument gives us the following:

Theorem 3 The total cost of an arbitrary sequence of N insert, delete and deletemin oper-
ations on an initially empty buffer tree is O(n logm n) I/O operations, that is, the amortized
cost of an operation is O( logm n

B ) I/Os.

Note that in the above result we use m/4 blocks of internal memory to hold the minimal
elements. In some applications (e.g. in [15]) we would like to use less internal memory for
the external priority queue structure. Actually, we can make our priority queue work with as
little as 1

4m
1/c (0 < c ≤ 1) blocks of internal memory, by decreasing the fan-out and the size

of the buffers to Θ(m1/c) as discussed in Section 2.

4.1 Application: Time-Forward Processing

As mentioned in the introduction a technique for evaluating circuits (or “circuit-like” com-
putations) in external memory is developed in [42]. This technique is called time-forward
processing. The problem is the following: We are given a bounded fan-in boolean circuit,
whose description is stored in external memory, and want to evaluate the function computed
by the network. It is assumed that the representation of the circuit is topologically sorted,
that is, the labels of the nodes come from a total order <, and for every edge (v, w) we
have v < w. Nothing is assumed about the functions in the nodes, except that they take at
most M/2 inputs. Thinking of vertex v as being evaluated at “time” v motivates calling an
evaluation of a circuit a time-forward processing. The main issue in such an evaluation is to
ensure that when one evaluates a particular vertex one has the values of its inputs in internal
memory.

In [42] an external-memory algorithm using O(n logm n) I/Os is developed (here N is
the number of nodes plus the number of edges). The algorithm uses a number of known as
well as new I/O-algorithm design techniques and is not particularly simple. Furthermore,
the algorithm only works for large values of m, more precisely it works if

√
m/2 log(M/2) ≥

2 log(2N/M). For typical machines this constraint will be fulfilled. Using our external priority
queue however, it is obvious how to develop a simple alternative algorithm—without the
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constraint on the value of m. When we evaluate a node v we simply send the result forward
in time to the appropriate nodes, by inserting a copy of the result in the priority queue
with priority w for all edges (v, w). We can then obtain the inputs to the next node in the
topological order just by performing a number of deletemin operations on the queue. The
O(n logm n) I/O-bound follows immediately from Theorem 3.

In [42] a randomized and two deterministic algorithms for external-memory list ranking
are developed. One of these algorithms uses time-forward processing and therefore inherits
the constraint that m should not be too small. The other has a constraint on B not being to
large (which in turn also results in a constraint on m not being to small). As mentioned, the
list ranking algorithm is in turn used to develop efficient external algorithms for a number of
problems. This means that by developing an alternative time-forward processing algorithm
without the constraint on m, we have also removed the constraint from the algorithm for list
ranking, as well as from a large number of other external-memory graph algorithms.

5 An External (one-dimensional) Range Tree Structure

In this section we extend the basic buffer tree with a rangesearch operation in order to obtain
an external (one-dimensional) range tree structure.

Normally, one performs a rangesearch with x1 and x2 on a search tree by searching down
the tree for the positions of x1 and x2 among the elements in the leaves, and then one reports
all the elements between x1 and x2. However, the result can also be generated while searching
down the tree, by reporting the elements in the relevant subtrees on the way down. This is
the strategy we use on the buffer tree. The general idea in our rangesearch operation is the
following: We start almost as when we do an insertion or a deletion. We make a new element
containing the interval [x1, x2] and a time stamp, and insert it in the tree. We then have
to modify our buffer-emptying process in order to deal with the new rangesearch elements.
The basic idea is that when we meet a rangesearch element in a buffer-empty process, we
first determine whether x1 and x2 are contained in the same subtree among the subtrees
rooted at the children of the node in question. If this is the case we just insert the element
in the corresponding buffer. Otherwise we “split” the element in two—one for x1 and one for
x2—and report the elements in the subtrees for which all elements in them are contained in
the interval [x1, x2]. The splitting only occurs once and after that the rangesearch elements
are pushed downwards in the buffer-emptying processes like insert and delete elements, while
elements in the subtrees for which all the elements are in the interval are reported. As
discussed in the introduction and Section 2 this means that the rangesearch operation gets
batched.

In order to make the above strategy work efficiently we need to overcome several compli-
cations. One major complication is the algorithm for reporting all elements in a subtree. For
several reasons we cannot just use the simple algorithm presented in Section 3, and empty
the buffers of the subtree by doing a buffer-emptying process on all nodes and then report
the elements in the leaves. The major reason is that the buffers of the tree may contain other
rangesearch elements, and that we should also report the elements contained in the intervals
of these queries. Also in order to obtain the desired I/O bound on the rangesearch operation,
we should be able to report the elements in a tree in O(na) I/Os, where na is the actual
number of blocks in the tree, that is, the number of blocks used by elements which are not
deleted by delete elements in the buffers of the tree. This number could be a low as zero.
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However, if nd is the number of blocks deleted by delete elements in the tree, we have that
n = na + nd. This means that if we can empty all the buffers in the tree—and remove all
the delete elements—in O(n) I/Os, we can charge the nd part to the delete elements, adding
O( 1

B ) to the amortized number of I/Os used by a delete operation (or put another way; we
in total use O(n) I/Os extra to remove all the delete elements).

In Subsection 5.1 we design an algorithm for emptying all the buffers of a (sub-) buffer
tree in a linear number of I/Os. Our algorithm reports all relevant “hits” between rangesearch
and normal elements in the tree. In Subsection 5.2 we then show precisely how to modify
the buffer-emptying process on the buffer tree in order to obtain the efficient rangesearch
operation.

5.1 Emptying all Buffers of an External Range Tree

In order to design the algorithm for emptying all buffers we need to restrict the operations on
the structure. In the following we assume that we only try to delete elements from a buffer
tree which were previously inserted in the tree. The assumption is natural (at least) in a
batched dynamic environment. Having made this assumption we obtain the following useful
properties: If d, i and s are matching delete, insert and rangesearch elements (that is, “i = d”
and “i is contained in s”), and if we know that their time order is d, s, i (and that no other
elements—especially not rangesearch elements—are between s and i in the time order), then
we can report that i is in s and remove i and d. If we know that the time order is s, i (knowing
that no element—especially not d—is between s and i in the time order), we can report that
i is in s and interchange their time order. Similarly, if we know that the time order is d, s, we
can again report that d is in s (because we know that there is an i matching d “on the other
side of s”) and interchange their time order.

We define a set of (insert, delete and rangesearch) elements to be in time order represen-
tation if the time order is such that all the delete elements are “older” than (were inserted
before) all the rangesearch elements, which in turn are older than all the insert elements, and
if the three groups of elements are internally sorted (according to x and not time order—
according to x1 as far as the rangesearch elements are concerned). Using the above properties
about interchanging the time order, we can now prove two important lemmas.

Lemma 1 A set of less than M elements in a buffer can be made into time order represen-
tation, while the relevant r · B matching rangesearch elements and elements are reported, in
O(m+ r) I/Os.

Proof : The algorithm simply loads the elements into internal memory and use the special
assumption on the delete elements to interchange the time order and report the relevant
elements as discussed above. Then it sorts the three groups of elements individually and
writes them back to the buffer in time order representation. 2

Lemma 2 Let two sets S1 and S2 in time order representation be a subset of a set S such that
all elements in S2 are older than all elements in S1, and such that each of the other elements
in S is either younger or older than all elements in S1 and S2. S1 and S2 can be “merged” into
one set in time order representation, while the relevant r ·B matching rangesearch elements
and elements are reported, in O((|S1|+ |S2|)/B + r) I/Os.
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When we in the following write that we report “hits”, we actually accumulate elements to be reported
in internal memory and report/write them as soon as we have accumulated a block.

1. Interchange the time order of d1 and i2 by “merging” them while removing delete/insert matches.

2. Interchange the time order of d1 and s2 by “merging” them while reporting “hits” in the following
way:
During the merge a third list of “active” rangesearch elements from s2 is kept—except for the B
most recently added elements—on disk.
When a rangesearch element from s2 has the smallest x (that is, x1) value, it is insert in the list.
When a delete element from d1 has the smallest x-value, the list is scanned and it is reported
that the element is in the interval of all rangesearch elements that have not yet “expired”—that
is, elements whose x2 value is less than the value of the element from d2. At the same time all
rangesearch elements that have expired are removed from the list.

3. Interchange the time order of s1 and i2 by “merging” them and reporting “hits” like in the previous
step.

4. Merge i1 with i2, s1 with s2 and d1 with d2.
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Figure 6: Merging sets in time order representation.

Proof : The algorithm for merging the two sets is given in Figure 6. In step one we push the
delete elements d1 in S1 down in the time order by “merging” them with the insert elements
i2 in S2, and in step two we push them further down by “merging” them with the rangesearch
elements s2 in S2. That we in both cases can do so without missing any rangesearch-element
“hits” follows from the time order on the elements and the assumption on the delete elements
as discussed above. Then in step three the time order of s1 and i2 is interchanged, such
that the relevant lists can be merged in step four. That step one and four are done in a
linear number of I/Os is obvious, while a simple amortization argument shows that step two
and three are also done in a linear number of I/Os, plus the number of I/Os used to report
“hits”. 2

After proving the two lemmas we are now almost ready to present the algorithm for
emptying the buffers of all nodes in a subtree. The algorithm will use that all elements in the
buffers of nodes on a given level of the structure are always in correct time order compared
to all relevant elements on higher levels. By relevant we mean that an element in the buffer
of node v was inserted in the tree before all elements in buffers of the nodes on the path from
v to the root of the tree. This means that we can assume that all elements on one level were
inserted before all elements on higher levels.
Lemma 3 All buffers of a (sub-) range tree with n leaves, where all buffers contain less than
M elements, can be emptied and all the elements collected into time order representation
in O(n + r) I/Os. Here r · B is the number of matching element and rangesearch elements
reported.
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1. Make three lists for each level of the tree, consisting of the elements on the level in question in time
order representation:
For a given level all buffers are made into time order representation using Lemma 1, and then the
resulting lists are appended after each other to obtain the total time order representation.

2. Repeatedly and from the top level, merge the time order representation of one level with the time order
representation of the next level using Lemma 2.

After step one After step two

Figure 7: Emptying all buffers and collecting the elements in time order representation.

Proof : The empty algorithm is given in Figure 7. The correctness of the algorithm follows
from Lemma 1 and Lemma 2 and the above discussion. It follows from Lemma 1 that step
one creates the time order representation of the elements on each of the levels in a number
of I/Os equal to O(m) times the number of nodes in the tree, plus the number of I/Os used
to report hits. That the total number of I/Os used is O(n + r) then follows from the fact
that the number of nodes in a tree with n leaves is O(n/m). That one merge in step two
takes a linear number of I/Os in the number of elements in the lists, plus the I/Os used to
report hits, follows form Lemma 2. That the total number of I/Os used is O(n + r) then
follows from the fact that every level of the tree contains more nodes than all levels above it
put together. Thus the number of I/Os used to merge the time order representation of level
j with the time order representation of all the elements above level j is bounded by O(m)
times the number of nodes on level j. The bound then again follows from the fact that the
total number of nodes in the tree is O(n/m). 2

5.2 Buffer-emptying Process on External Range Tree

Having introduced the time order representation and discussed how to empty the buffers of a
subtree, we are now ready to describe the buffer-emptying process used on the external range
tree. The process is given in Figure 8 and it relies on an important property, namely that
when we start emptying a buffer the elements in it can be divided into two categories—what
we call “old” and “new” elements. The new elements are those which were inserted in the
buffer by the buffer-emptying process that just took place on the parent node, and which
triggered the need for a buffer-emptying process on the current node. The old elements are
the rest of the elements. We know that the number of old elements is less than M and that
they were all inserted before the new elements. As we will maintain the invariant that we
distribute elements from one buffer to the buffers one level down in time order representation,
this means that we can construct the time order representation of all the elements in a buffer
as described in the first two steps of the algorithm in Figure 8.

Now if we are working on a leaf node we can report the relevant “hits” between rangesearch
element and normal element, just by merging the time order representation of the elements
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• Load the less than M old elements in the buffer and make them into time order representation using
Lemma 1.

• Merge the the old elements in time order representation with the new elements in time order represen-
tation using Lemma 2.

• If we are working on a leaf node:

1. Merge (a copy of) the time order representation with the time order representation consisting of
the elements in the children (leaves) using Lemma 2.

2. Remove the rangesearch elements from the buffer.

• If we are working on an internal node:

1. Scan the delete elements and distribute them to the buffers of the relevant children.

2. Scan the rangesearch elements and compute which of the subtrees below the current node should
have their elements reported.

3. For every of the relevant subtrees do the following:

(a) Remove and store the delete elements distributed to the buffer of the root of the subtree in
step one above.

(b) Empty the buffers of the subtree using Lemma 3.
(c) Merge the resulting time order representation with the time order representation consisting

of the delete elements stored in (a) using Lemma 2.
(d) Scan the insert and delete elements of the resulting time order representation and distribute

a copy of the elements to the relevant leaf buffers.
(e) Merge the time order representation with the time order representation consisting of the

elements in the leaves of the subtree using Lemma 2.
(f) Remove the rangesearch elements.
(g) Report the resulting elements as being “hit” by the relevant search elements in the buffer.

4. Scan the rangesearch elements again and distribute them to the buffers of the relevant children.

5. Scan the insert elements and distribute them to the buffers of the relevant children. Elements for
the subtrees which were emptied are distributed to the leaf buffer of these trees.

6. If the buffer of any of the children now contains more than m/2 elements then recursively apply
the buffer-emptying process on these nodes.

• When all buffers of the relevant internal nodes are emptied (and the buffers of all relevant leaf nodes
have had their rangesearch elements removed) then empty all leaf buffers involved in the above process
(and rebalance the tree) using the algorithm given in Figure 5 (Section 3).

Figure 8: Range tree buffer-emptying process.

in the buffer with the time order representation consisting of the elements in the leaves below
the node. Then we can remove the rangesearch elements and we are ready to empty the leaf
buffer (and rebalance) with the algorithm used on the basic buffer tree.

If we are working on an internal node v things are a bit more complicated. After computing
which subtrees we need to empty, we basically do the following for each such tree: We empty
the buffers of the subtree using Lemma 3 (step 3, b). We can use Lemma 3 as we know that
all buffers of the subtree are non-full, because the buffer-emptying process is done recursively
top-down. As discussed the emptying also reports the relevant “hits” between elements and
rangesearch elements in the buffers of the subtree. Then we remove the elements which are
deleted by delete elements in the buffer of v (step 3, c). Together with the relevant insert
elements from the buffer of v, the resulting set of elements should be inserted in or deleted
from the tree. This is done by inserting them in the relevant leaf buffers (step 3, d and step
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5), which are then emptied at the very end of the algorithm. Finally, we merge the time order
representation of the elements from the buffers of the subtree with the elements in the leaves
of the structure (step 3, e). Thus we at the same time report the relevant “hits” between
elements in the leaves and rangesearch elements from the buffers, and obtain a total list of
(undeleted) elements in the subtree. These elements can then be reported as being “hit” by
the relevant rangesearch elements from the buffer of v (step 3, g).

After having written/reported the relevant subtrees we can distribute the remaining el-
ements in the buffer of v to buffers one level down—remembering to maintain the invariant
that the elements are distributed in time order representation—and then recursively empty
the buffers of the relevant children. When the process terminates we empty the buffers of all
leaf nodes involved in the process. As these leaf nodes now do not contain any rangesearch
elements, this can be done with the algorithm used on the basic buffer tree in Section 3.

Theorem 4 The total cost of an arbitrary sequence of N intermixed insert, delete and range-
search operations performed on an initially empty range tree is O(n logm n+r) I/O operations.
Here r ·B is the number of reported elements.

Proof : The correctness of the algorithm follows from the above discussion. It is relatively easy
to realize (using Lemma 1, 2 and 3) that one buffer-emptying process uses a linear number of
I/Os in the number of elements in the emptied buffer and the number of elements in the leaves
of the emptied subtrees, plus the number of I/Os used to report “hits” between elements and
rangesearch elements. The only I/Os we can not account for using the standard argument
presented in Section 2 are the ones used on emptying the subtrees. However, as discussed in
the beginning of the section, this cost can be divided between the elements reported and the
elements deleted, such that the deleted elements pay for their own deletion. The key point is
that once the elements in the buffers of the internal nodes of a subtree is removed and inserted
in the leaf buffers by the described process, they will only be touched again when they are
inserted in or deleted from the tree by the rebalancing algorithm. This is due to the fact
mentioned in Section 3 that when a buffer is emptied all buffers on the path to the root are
empty, and the fact that we empty all relevant leaf buffers at the end of our buffer-emptying
algorithm. 2

5.3 Application: Orthogonal Line Segment Intersection Reporting

The problem of orthogonal line segment intersection reporting is defined as follows: We are
given N line segments parallel to the axes and should report all intersections of orthogonal
segments. The optimal plane-sweep algorithm (see e.g. [108]) makes a vertical sweep with a
horizontal line, inserting the x coordinate of a vertical segments in a search tree when its top
endpoint is reached, and deleting it again when its bottom endpoint is reached. When the
sweep-line reaches a horizontal segment, a rangesearch operation with the two endpoints of
the segment is performed on the tree in order to report intersections. In internal memory this
algorithm will run in the optimal O(N log2N +R) time.

Using precisely the same algorithm and our range tree data structure, and remembering
to empty the tree when we are done with the sweep, we immediately obtain the following
(using Theorem 4 and Lemma 3):

Corollary 2 Using our external range tree the orthogonal line segment intersection reporting
problem can be solved in O(n logm n+ r) I/Os.
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As mentioned an algorithm for the problem is also developed in [67], but this algorithm is
very I/O specific whereas our algorithm ‘’hides” the I/O in the range tree. That the algorithm
is optimal in the comparison I/O model follows from the Ω(N log2N +R) comparison model
lower bound, and the general connection between comparison and I/O lower bounds proved
in [13].

6 An External Segment Tree

In this section we use our technique to develop an external memory version of the segment
tree. As mentioned this will enable us to solve the batched range searching and the pairwise
rectangle intersection problems in the optimal number of I/Os.

The segment tree [26, 108] is a well-known data structure used to maintain a dynamically
changing set of segments whose endpoints belongs to a fixed set, such that given a query point
all segments that contain the point can be found efficiently. Such queries are normally called
stabbing queries. The internal-memory segment tree consists of a static binary tree (the base
tree) over the sorted set of endpoints, and a given segment is stored in up to two nodes on
each level of the tree. More precisely an interval is associated with each node, consisting of all
endpoints below the node, and a segment is stored in all nodes where it contains this interval
but not the interval associated with the parent node. The segments stored in a node is just
stored in an unordered list. To answer a stabbing query with a point x, one just has to search
down the structure for the position of x among the leaves and report all segments stored in
nodes encountered in this search.

Because a segment can be stored in O(log2N ) nodes the technique sketched in section 2,
where we just group the nodes in an internal version of the structure into super-nodes, does
not apply directly. The main reason for this is that we would then be forced to use many
I/Os to store a segment in these many lists. Instead, we need to change the definition of
the segment tree. Our external segment tree is sketched in Figure 9. The base structure is
a perfectly balanced tree with branching factor

√
m over the set of endpoints. We assume

without loss of generality that the endpoints of the segments are all distinct and that
√
m

divides n. A buffer and m/2 − √m/2 lists of segments are associated with each node. A
list (block) of segments is also associated with each leaf. A set of segments is stored in this
structure as follows: The first level of the tree (the root) partitions the data into

√
m slabs

σi, separated by dotted lines in Figure 9. The multislabs for the root are then defined as
contiguous ranges of slabs, such as for example [σ1, σ4]. There are m/2 − √m/2 multislabs
and the lists associated with a node are precisely a list for each of the multislabs. Segments

n leaves

σ3 σ4σ2σ1σ0

m nodes

EA B
C D

F

√
m nodes

Figure 9: An external segment tree based on a set of N segments, three of which, AB, EF
and EF , are shown.
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such as CD that completely span one or more slabs are then called long segments, and a copy
of each long segment is stored in a list associated with the largest multislab it spans. Thus,
CD is stored in the list associated with the multislab [σ1, σ3]. All segments that are not long
are called short segments and are not stored in any multislab list. Instead, they are passed
down to lower levels of the tree where they may span recursively defined slabs and be stored.
AB and EF are examples of short segments. Additionally, the portions of long segments
that do not completely span slabs are treated as small segments. There are at most two such
synthetically generated short segments for each long segment. Segments passed down to a
leaf are just stored in one list. Note that we at most store one block of segments in each leaf.
A segment is thus stored in at most two list on each level of the base tree.

Given an external segment tree (with empty buffers) a stabbing query can in analogy
with the internal case be answered by searching down the tree for the query value, and at
every node encountered report all the long segments associated with each of the multislabs
that span the query value. However, answering queries on an individual basis is of course not
I/O-efficient. Instead we use the buffer approach as discussed in the next subsection.

6.1 Operations on the External Segment Tree

Usually, when we use a segment tree to solve e.g. the batched range searching problem, we use
the operations insert, delete and query. However, a delete operation is not really necessary,
as we in the plane-sweep algorithm always know at which “time” a segment should be deleted
when it is inserted in the tree. So in our implementation of the external segment tree we
will not support the delete operation. Instead, we require that a delete time is given when
a segment is inserted in the tree. Note that we already assume (like one normally does in
internal memory) that we know the set of x coordinates of the endpoints of segments to be
inserted in the tree. In general these assumptions mean that our structure can only be used
to solve batched dynamic problems as discussed in the introduction.

It is easy to realize how the base tree structure can be build in O(n) I/O operations
given the endpoints in sorted order. First we construct the leaves by scanning through the
sorted list, and then we repeatedly construct one more level of the tree by scanning through
the previous level of nodes (leaves). In constructing one level we use a number of I/Os
proportional to the number of nodes on the previous level, which means that we in total use
O(n) I/Os as this is the total number of nodes and leaves in the tree.

When we want to perform an insert or a query operation on the buffered segment tree
we do as sketched in Section 2. We make a new element with the segment or query point in
question, a time-stamp, and—if the element is an insert element—a delete time. When we
have collected a block of such elements, we insert them in the buffer of the root. If the buffer
of the root now contains more than m/2 elements we perform a buffer-emptying process on it.
The buffer-emptying process is presented in Figure 10, and we can now prove the following:

Theorem 5 Given a sequence of insertions of segments (with delete time) intermixed with
stabbing queries, such that the total number of operations is N , we can build an external-
memory segment tree on the segments and perform all the operation on it in O(n logm n+ r)
I/O operations.

Proof : In order to build the base tree we first use O(n logm n) I/Os to sort the endpoints of
the segments and then O(n) I/Os to build the tree as discussed above. Next, we perform all
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On internal nodes:

• Repeatedly load m/2 blocks of elements into internal memory and do the following:

1. Store segments:
Collect all segments that should be stored in the node (long segments). Then for every multislab
list in turn insert the relevant long segment in the list (maintaining the invariant that at most one
block of a list is non full). At the same time replace every long segment with the small (synthetic)
segments which should be stored recursively.

2. Report stabbings:
For every multislab list in turn decide if the segments in the list are stabbed by any query point.
If so then scan through the list and report the relevant elements while removing segments which
have expired (segments for which all the relevant queries are inserted after their delete time).

3. Distribute the segments and the queries to the buffers of the nodes on the next level.

• If the buffer of any of the children now contains more than 1
2m blocks, the buffer-emptying process is

recursively applied on these nodes.

On leaf nodes:

• Do exactly the same as with the internal nodes, except that when distributing segments to a child/leaf
they are just inserted in a the segment block associated with the leaf.
As far as the queries are concerned, report stabbings with segments from the multislab lists as on
internal nodes (and the lists associated with the leaves) and remove the query elements.

Figure 10: The buffer-emptying process.

the operations. In order to prove that this can be done in O(n logm n + r) I/Os we should
argue that we can do a buffer-emptying process in a linear number of I/Os. The bound then
follows as previously.

First consider the buffer-emptying process on an internal node. Loading and distributing
the segments to buffers one level down can obviously be done in a linear number of I/Os. The
key to realizing that step one also uses O(m) I/Os on each memory load is that the number
of multislab lists is O(m). In analogy with the distribution of elements to buffers one level
down, this means that the number of I/Os we use on inserting non-full blocks in the multislab
lists is bounded by O(m). The number used on full blocks is also O(m), as this is the number
of segments and as every segment is at most stored in one list. The number of I/Os charged
to the buffer-emptying process in step two is also O(m), as this is the number of I/Os used
to load non-full multislab list blocks. The rest of the I/Os used to scan a multislab list can
either be charged to a stabbing reporting or to the deletion of an element. We can do so by
assuming that every segment holds O(1/B) credits to pay for its own deletion. This credit
can then be accounted for (deposited) when we insert a segment in a multislab list. Thus a
buffer-emptying process on an internal node can be performed in a linear number of I/Os as
required.

As far as leaf nodes are concerned almost precisely the same argument applies, and we have
thus proved that we can build the base tree and perform all the operations on the structure
in O(n logm n + r) I/Os, where r is the number of stabbings reported so far. However, in
order to report the remaining stabbings we need to empty all the buffers of the structure. We
do so as in Section 3 simply by performing buffer-emptying processes on all nodes level by
level starting at the root. As there are O(n/

√
m) nodes in the tree one might think that this

process would cost us O(n
√
m) I/Os, plus the number of I/Os used to report stabbings. The

problem seems to be that there is n/
√
m leaf nodes, each having O(m) multislab lists, and

that we when we empty the buffers of these nodes can be forced to use an I/O for each of the
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multislab lists which are not paid for by reportings. However, the number of multislab lists
actually containing any segments must be bounded by O(n logm n), as that is the number
of I/Os performed so far. Thus it is easy to realize that O(n logm n + r) must be a bound
on the number of I/Os we have to pay in order to empty the buffers of all the leaf nodes.
Furthermore, as the number of internal nodes is O(n/m), the buffers of these nodes can all
be emptied in O(n) I/Os. This completes the proof of the lemma.

2

6.2 Applications of the External Segment Tree

Having developed an external segment tree we can obtain efficient external-memory algorithms
by using it in standard plane-sweep algorithms.

The batched range searching problem—given N points and N rectangles, report for each
rectangle all the points that lie inside it—can be solved with a plane-sweep algorithm in
almost the same way as the orthogonal line segment intersection problem. The optimal plane
sweep algorithm makes a vertical sweep with a horizontal line, inserting a segment (rectangle)
in the segment tree when the top segment of a rectangle is reached, and deleting it when the
bottom segment is reached. When a point is reached a stabbing query is performed with it.
Using our external segment tree in this algorithm yields the following:

Corollary 3 Using the external range tree the batched range searching problem can be solved
in O(n logm n+ r) I/O operations.

The problem of pairwise rectangle intersection is defined similar to the orthogonal line
segment intersection problem. GivenN rectangles in the plane (with sides parallel to the axes)
we should report all intersecting pairs. In [26] it is shown that if we—besides the orthogonal
line segment intersection problem—can solve the batched range searching problem in time
O(N log2 N+R), we will in total obtain a solution to the rectangle intersection problem with
the same (optimal) time bound. Thus we in external-memory obtain the following:

Corollary 4 Using our external data structures the pairwise rectangle intersection problem
can be solved in O(n logm n+ r) I/O operations.

That both algorithms are optimal in the comparison I/O model follows by the internal
memory comparison lower bound and the result in [13]. Like in the orthogonal line segment
intersection case, optimal algorithms for the two problems are also developed in [67].

7 Extending the Results to the D-disk Model

As mentioned in the introduction an approach to increase the throughput of I/O systems is
to use a number of disks in parallel. One method of using D disks in parallel is disk striping,
in which the heads of the disks are moving synchronously, so that in a single I/O operation
each disk read or writes a block in the same location as each of the others. In terms of
performance, disk striping has the effect of using a single large disk with block size B′ = DB.
Even though disk striping does not in theory achieve asymptotic optimality when D is very
large, it is often the method of choice in practice for using parallel disks [129].

The non optimality of disk striping can be demonstrated via the sorting bound. While
sorting N elements using disk striping and one of the the one-disk sorting algorithms requires
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O(n/D logm/D n) I/Os the optimal bound is O(n/D logm n) I/Os [5]. Note that the optimal
bound results in a linear speedup in the number of disk. Nodine and Vitter [98] managed to
develop a theoretical optimal D-disk sorting algorithm based on merge sort, and later they
also developed an optimal algorithm based on distribution sort [99]. In the latter algorithm
it is assumed that 4DB ≤ M −M1/2+β for some 0 < β < 1/2, an assumption which clearly
is non-restrictive in practice. The algorithm works as normal distribution sort by repeatedly
distributing a set of N elements into

√
m sets of roughly equal size, such that all elements in

the first set is smaller than all elements in the second set, and so on. The distribution is done
in O(n/D) I/Os, and the main issue in the algorithm is to make sure that the elements in
one of the smaller sets can be read efficiently in parallel in the next phase of the algorithm,
that is, that they are distributed relatively evenly among the disks.

To obtain the results in this paper we basically only used three “paradigms”; distribution,
merging and sorting. We used distribution to distribute the elements in the buffer of a node
to the buffers of nodes on the next level, and to multislab lists in the segment tree case. We
used merging of two lists when emptying all buffers in a (sub-) buffer tree, and we sorted a
set of elements when emptying the leaf buffers of the buffer tree.3 While we of course can use
an optimal D-disk sorting algorithm instead of a one-disk algorithm, and while it is easy to
merge two lists in the optimal number of I/Os on parallel disks, we need to modify our use of
distribution to make it work with D disks. As mentioned Nodine and Vitter [99] developed
an optimal way of doing distribution, but only when the distribution is done O(

√
m)-wise.

As already mentioned we can make our buffer tree work with fan-out and buffer size Θ(
√
m)

instead of Θ(m), and thus we can use the algorithm from [99] to make our structure work in
the D-disk model. The external segment tree already has fan-out

√
m, but we still distribute

elements (segments) to Θ(m) multislab list. Thus to make our external segment tree work
on D disks we decrease the fan-out to m1/4, which does not change the asymptotic I/O
bounds of the operations, but decreases the number of multislab lists to

√
m. Thus we can

use the algorithm from [99] to do the distribution. To summerize our structures work in the
general D-disk model under the non-restrictive assumption that 4DB ≤ M −M1/2+β for
some 0 < β < 1/2.

8 Conclusion

In this paper we have developed a technique for transforming an internal-memory tree data
structure into an efficient external memory structure. Using this technique we have developed
an efficient external priority queue and batched dynamic versions of the (one-dimensional)
range tree and the segment tree. We have shown how these structures allow us to design
efficient external-memory algorithms from known internal algorithms in a straightforward way,
such that all the I/O specific parts of the algorithms are “hidden” in the data structures. This
is in great contrast to previously developed algorithms for the considered problems. We have
also used our priority queue to develop an extremely simple algorithm for “circuit evaluation”,
improving on the previously know algorithm.

Recently, several authors have used the structures developed in this paper or modified
versions of them to solve important external-memory problems. In [12] the priority queue is
used to develop new I/O efficient algorithms for ordered binary-decision diagram manipula-

3Note that we could actually do without the sorting by distributing elements in sorted order when emptying a
buffer in the buffer tree, precisely as we in the range tree structure distribute them in time order representation.
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tion, and in [40] it is used in the development of several efficient external graph algorithm.
In [15] an extension of the segment tree is used to develop efficient new external algorithms
for a number of important problems involving line segments in the plane, and in [16] the main
idea behind the external segment tree (the notion of multislabs) is used to develop an optimal
“on-line” versions of the interval tree.

We believe that several of our structures will be efficient in practice due to small constants
in the asymptotic bounds. We hope in the future to be able to implement some of the
structures in the transparent parallel I/O environment (TPIE) developed by Vengroff [126].
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Abstract

In the design of algorithms for large-scale applications it is essential to consider the
problem of minimizing I/O communication. Geographical information systems (GIS) are
good examples of such large-scale applications as they frequently handle huge amounts
of spatial data. In this paper we develop efficient new external-memory algorithms for
a number of important problems involving line segments in the plane, including trape-
zoid decomposition, batched planar point location, triangulation, red-blue line segment
intersection reporting, and general line segment intersection reporting. In GIS systems,
the first three problems are useful for rendering and modeling, and the latter two are
frequently used for overlaying maps and extracting information from them.

1 Introduction

The Input/Output communication between fast internal memory and slower external storage
is the bottleneck in many large-scale applications. The significance of this bottleneck is
increasing as internal computation gets faster, and especially as parallel computing gains
popularity [107]. Currently, technological advances are increasing CPU speeds at an annual
rate of 40–60% while disk transfer rates are only increasing by 7–10% annually [113]. Internal
memory sizes are also increasing, but not nearly fast enough to meet the needs of important
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large-scale applications, and thus it is essential to consider the problem of minimizing I/O
communication.

Geographical information systems (GIS) are a rich source of important problems that re-
quire good use of external-memory techniques. GIS systems are used for scientific applications
such as environmental impact, wildlife repopulation, epidemiology analysis, and earthquake
studies and for commercial applications such as market analysis, facility location, distribution
planning, and mineral exploration [70]. In support of these applications, GIS systems store,
manipulate, and search through enormous amounts of spatial data [52, 84, 114, 124]. NASA’s
EOS project GIS system [52], for example, is expected to manipulate petabytes (thousands
of terabytes, or millions of gigabytes) of data!

Typical subproblems that need to be solved in GIS systems include point location, tri-
angulating maps, generating contours from triangulated elevation data, and producing map
overlays, all of which require manipulation of line segments. As an illustration, the compu-
tation of new scenes or maps from existing information—also called map overlaying—is an
important GIS operation. Some existing software packages are completely based on this op-
eration [124]. Given two thematic maps (piecewise linear maps with, e.g., indications of lakes,
roads, pollution level), the problem is to compute a new map in which the thematic attributes
of each location is a function of the thematic attributes of the corresponding locations in the
two input maps. For example, the input maps could be a map of land utilization (farmland,
forest, residential, lake), and a map of pollution levels. The map overlay operation could then
be used to produce a new map of agricultural land where the degree of pollution is above a
certain level. One of the main problems in map overlaying is “line-breaking,” which can be
abstracted as the red-blue line segment intersection problem.

In this paper, we present efficient external-memory algorithms for large-scale geometric
problems involving collections of line segments in the plane, with applications to GIS systems.
In particular, we address region decomposition problems such as trapezoid decomposition and
triangulation, and line segment intersection problems such as the red-blue segment intersec-
tion problem and more general formulations.

1.1 The I/O Model of Computation

The primary feature of disks that we model is their extremely long access time relative to
that of solid state random-access memory. In order to amortize this access time over a large
amount of data, typical disks read or write large blocks of contiguous data at once. Our
problems are modeled by the following parameters:

N = # of items in the problem instance;
M = # of items that can fit into internal memory;
B = # of items per disk block,

where M < N and 1 ≤ B ≤ M/2. Depending on the size of the data items, typical values
for workstations and file servers in production today are on the order of M = 106 or 107 and
B = 103. Large-scale problem instances can be in the range N = 1010 to N = 1012.

In order to study the performance of external-memory algorithms, we use the standard
notion of I/O complexity [5, 133]. We define an input/output operation (or simply I/O for
short) to be the process of reading or writing a block of data to or from the disk. The
I/O complexity of an algorithm is simply the number of I/Os it performs. For example,
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reading all of the input data requires N/B I/Os. We will use the term scanning to describe
the fundamental primitive of reading (or writing) all items in a set stored contiguously on
external storage by reading (or writing) the blocks of the set in a sequential manner.

For the problems we consider we define two additional parameters:

K = # of queries in the problem instance;
T = # of items in the problem solution.

Since each I/O can transmitB items simultaneously, it is convenient to introduce the following
notation:

n =
N

B
, k =

K

B
, t =

T

B
, m =

M

B
.

We will say that an algorithm uses a linear number of I/O operations if it uses at most O(n)
I/Os to solve a problem of size N .

An increasingly popular approach to further increase the throughput of I/O systems is
to use a number of disks in parallel. The number D of disks range up to 102 in current disk
arrays. One method of using D disks in parallel is disk striping [133], in which the heads of
the disks are moved synchronously, so that in a single I/O operation each disk reads or writes
a block in the same location as each of the others. In terms of performance, disk striping has
the effect of using a single large disk with block size B′ = DB. Even though disk striping does
not in theory achieve asymptotic optimality [133] when D is very large, it is often the method
of choice in practice for using parallel disks, especially when D is moderately sized [129].

1.2 Previous Results in I/O-Efficient Computation

Early work on I/O algorithms concentrated on algorithms for sorting and permutation re-
lated problems [5, 49, 98, 99, 133]. External sorting requires Θ(n logm n) I/Os,1 which is
the external-memory equivalent of the well-known Θ(N logN ) time bound for sorting in in-
ternal memory. Work has also been done on matrix algebra and related problems arising
in scientific computation [5, 129, 133]. More recently, researchers have designed external-
memory algorithms for a number of problems in different areas, such as in computational
geometry [67] and graph theoretic computation [42]. In [13] a general connection between
the comparison-complexity and the I/O complexity of a given problem is shown, and in [11]
alternative solutions for some of the problems in [42] and [67] are derived by developing and
using dynamic external-memory data structures.

1.3 Our Results

In this paper, we combine and modify in novel ways several of the previously known techniques
for designing efficient algorithms for external memory. In particular we use the distribution
sweeping and batch filtering paradigms of [67] and the buffer tree data structure of [11].
In addition we also develop a powerful new technique that can be regarded as a practical
external-memory version of batched fractional cascading on an external-memory version of a
segment tree. This enables us to improve on existing external-memory algorithms as well as
to develop new algorithms and thus partially answer some open problems posed in [67].

In Section 2 we introduce the endpoint dominance problem, which is a subproblem of
trapezoid decomposition. We introduce an O(n logm n)-I/O algorithm to solve the endpoint

1We define for convenience logm n = max{1, (logn)/ logm}.
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Problem I/O bound of Result using modified
new result internal memory algorithm

Endpoint dominance. O(n logm n) O(N logB n)
Trapezoid decomposition. O(n logm n) O(N logB n)
Batched planar point location. O((n+ k) logm n)
Triangulation. O(n logm n) Ω(N )
Segment sorting. O(n logm n) O(N logB n)
Red-blue line segment intersection. O(n logm n + t) O(N logB n+ t)
Line segment intersection. O((n+ t) logm n) Ω(N )

Figure 1: Summary of results.

dominance problem, and we use it to develop an algorithm with the same asymptotic I/O
complexity for trapezoid decomposition, planar point location, triangulation of simple polygons
and for the segment sorting problem. In Section 3 we give external-memory algorithms for
line segment intersection problems. First we show how our segment sorting algorithm can
be used to develop an O(n logm n + t)-I/O algorithm for red-blue line segment intersection,
and then we discuss an O((n+ t) logm n)-I/O algorithm for the general segment intersection
problem.

Our results are summarized in Table 1. For all but the batched planar point location
problem, no algorithms specifically designed for external memory were previously known.
The batched planar point location algorithm that was previously known [67] only works
when the planar subdivision is monotone, and the problems of triangulating a simple polygon
and reporting intersections between other than orthogonal line segments are stated as open
problems in [67].

For the sake of contrast, our results are also compared with modified internal-memory
algorithms for the same problems. In most cases, these modified algorithms are plane-sweep
algorithms modified to use B-tree-based dynamic data structures rather than binary tree-
based dynamic data structures, following the example of a class of algorithms studied exper-
imentally in [41]. Such modifications lead to algorithms using O(N logB n) I/Os. For two of
the algorithms the known optimal internal-memory algorithms [36, 37] are not plane-sweep
algorithms and can therefore not be modified in this manner. It is difficult to analyze pre-
cisely how those algorithms perform in an I/O environment; however it is easy to realize
that they use at least Ω(N ) I/Os. The I/O bounds for algorithms based on B-trees have a
logarithm of base B in the denominator rather than a logarithm of base m. But the most
important difference between such algorithms and our results is the fact that the updates
to the dynamic data structures are handled on an individual basis, which leads to an extra
multiplicative factor of B in the I/O bound, which is very significant in practice.

As mentioned, the red-blue line segment intersection problem is of special interest because
it is an abstraction of the important map-overlay problem, which is the core of several vector-
based GISs [9, 10, 106]. Although a time-optimal internal-memory algorithm for the general
intersection problem exists [37], a number of simpler solutions have been presented for the
red-blue problem [35, 38, 87, 106]. Two of these algorithms [38, 106] are not plane-sweep
algorithms, but both sort segments of the same color in a preprocessing step with a plane-
sweep algorithm. The authors of [106] claim that their algorithm will perform well with
inadequate internal memory owing to the fact that data are mostly referenced sequentially.
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A closer look at the main algorithm reveals that it can be modified to use O(n log2 n) I/Os
in the I/O model, which is only a factor of logm from optimal. Unfortunately, the modified
algorithm still needs O(N logB n) I/Os to sort the segments.

In this paper we focus our attention on the single disk model. As described in Section 1.1,
striping can be used to implement our algorithms on parallel disk systems with D > 1.
Additionally, techniques from [98] and [100] can be used to extend many of our results to
parallel disk systems. In the conference version of this paper we conjectured that all our
results could be improved by the optimal factor of D on parallel disk systems with D disks,
but it is still an open problem whether the required merges can be done efficiently enough to
allow this.

2 The Endpoint Dominance Problem

In this section we consider the endpoint dominance problem (EPD) defined as follows: Given
N non-intersecting line segments in the plane, find the segment directly above each endpoint
of each segment.

EPD is a powerful tool for solving other important problems as we will illustrate in
Section 2.1. As mentioned in the introduction a number of techniques for designing efficient
I/O-efficient algorithms have been developed in recent years, including distribution sweeping,
batch filtering [67] and buffer trees [11]. However, we do not seem to be able to efficiently solve
EPD using these techniques directly. Section 2.2 briefly review some of the techniques and
during that process we try to illustrate why they are inadequate for solving EPD. Fortunately,
as we will demonstrate in Section 2.3, we are able to combine the existing techniques with
several new ideas in order to develop an I/O-efficient algorithm for the problem, and thus for
a number of other important problems.

2.1 Using EPD to solve other Problems

In this section we with three lemmas illustrate how an I/O-efficient solution to EPD can be
used in the construction of I/O-efficient solutions to other problems.

Lemma 1 If EPD can be solved in O(n logm n) I/Os, then the trapezoid decomposition of N
non-intersecting segments can be computed in O(n logm n) I/Os.

Proof : We solve two instances of EPD, one to find the segments directly above each segment
endpoint and one (with all y coordinates negated) to find the segment directly below each
endpoint—see Figure 2 for an example of this on a simple polygon. We then compute the
locations of all O(N ) vertical trapezoid edges. This is done by scanning the output of the
two EPD instances in O(n) I/Os. To explicitly construct the trapezoids, we sort all trapezoid
vertical segments by the IDs of the input segments they lie on, breaking ties by x coordinate.
This takes O(n logm n) I/Os. Finally, we scan this sorted list, in which we find the two
vertical edges of each trapezoid in adjacent positions. The total amount of I/O used is thus
O(n logm n). 2

Lemma 2 If EPD can be solved in O(n logm n) I/Os, then a simple polygon with N vertices
can be triangulated in O(n logm n) I/O operations.
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Proof : After computing the trapezoid decomposition of a simple polygon, the polygon can
be triangulated in O(n) I/Os using a slightly modified version of an algorithm from [61].
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Figure 2: Using EPD to compute the
trapezoid decomposition of a simple poly-
gon.

Figure 3: Comparing segments. Two
segments can be related in four different
ways.

We define a segment AB in the plane to be above another segment CD if we can intersect
both AB and CD with the same vertical line l, such that the intersection between l and AB
is above the intersection between l and CD. Note that two segments are in comparable
if they cannot be intersected with the same vertical line. Figure 3 demonstrates that if two
segments are comparable then it is enough to consider vertical lines through the four endpoints
to obtain their relation. The problem of sorting N non-intersecting segments in the plane
is to extending the partial order defined in the above way to a total order. This problem
will become important in the solution to the red-blue line segment intersection problem in
Section 3.1.

Lemma 3 If EPD can be solved in O(n logm n) I/Os, then a total ordering of N non-
intersecting segments can be found in O(n logm n) I/Os.

Proof : We first solve EPD on the input segments augmented with the segment S∞ with end-
points (−∞,∞) and (∞,∞). The existence of S∞ ensures that all input segment endpoints
are dominated by some segment. We define an aboveness relation ↘ on elements of a non-
intersecting set of segments S such that AB ↘ CD if and only if either (C,AB) or (D,AB)
is in the solution to EPD on S. Here (A,BC) denotes that BC is the segment immediately
above A. Similarly, we solve EPD with negated y coordinates and a special segment S−∞ to
establish a belowness relation↗. As discussed sorting the segments corresponds to extending
the partial order defined by ↘ and ↗ to a total order.

In order to obtain a total order we define a directed graph G = (V, E) whose nodes consist
of the input segments and the two extra segments S∞ and S−∞. The edges correspond to
elements of the relations ↘ and ↗. For each pair of segments AB and CD, there is an edge
from AB to CD iff CD ↘ AB or AB ↗ CD. To sort the segments we simply have to
topologically sort G. As G is a planar s,t-graph of size O(N ) this can be done in O(n logm n)
I/Os using an algorithm of [42]. 2

2.2 Buffer Trees and Distribution Sweeping

In internal memory EPD can be solved optimally with a simple plane-sweep algorithm; We
sweep the plane from left to right with a vertical line, inserting a segment in a search tree
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when its left endpoint is reached and removing it again when the right endpoint is reached.
For every endpoint we encounter we also do a search in the tree to identify the segment
immediately above the point.

In [11] a number of external-memory data structures called buffer trees are developed
for use in plane-sweep algorithms. Buffer trees are data structures that can support the
processing of a batch of N updates and K queries on an initially empty dynamic data structure
of elements from a totally ordered set in O((n + k) logm n + t) I/Os. They can be used to
implement plane-sweep algorithms in which the entire sequence of updates and queries is
known in advance. The queries that such plane-sweep algorithms ask of their dynamic data
structures need not be answered in any particular order; the only requirement on the queries
is that they must all eventually be answered. Such problems are known as batch dynamic
problems [55]. The plane-sweep algorithm for EPD sketched above can be stated as a batched
dynamic problem. However, the requirement that the element stored in the buffer tree is taken
from a totally ordered set is not fulfilled in the algorithm, as we do not know any total order
of the segments. Actually, as demonstrated in Lemma 3, finding such an ordering is an
important application of EPD. Therefore, we cannot use the buffer tree as the tree structure
in the plane-sweep algorithm to get an I/O-efficient algorithm. For the other problems we
are considering in this paper, the known internal-memory plane-sweep solutions cannot be
stated as batched dynamic algorithms (since the updates depend on the queries) or else the
elements involved are not totally ordered.

In [67] a powerful external memory version of the plane-sweep paradigm called distribution
sweeping is introduced. Unfortunately, direct application of distribution sweeping appears
insufficient to solve EPD. In order to illustrate why distribution sweeping is inadequate for
the task at hand, let us briefly review how it works. We divide the plane into m vertical slabs,
each of which contains Θ(n/m) input objects, for example points or line segment endpoints.
We then sweep down vertically over all of the slabs to locate components of the solution
that involve interaction of objects in different slabs or objects (such as line segments) that
completely span one or more slabs. The choice of m slabs is to ensure that one block of data
from each slab fits in main memory. To find components of the solution involving interaction
between objects residing in the same slab, we recursively solve the problem in each slab.
The recursion stops after O(logm n/m) = O(logm n) levels when the subproblems are small
enough to fit in internal memory. In order to get an O(n logm n) algorithm one therefore need
to be able to do one sweep in O(n) I/Os. Normally this is accomplished by preprocessing the
objects by using an optimal algorithm to sort them by y-coordinate. This e.g. allows one to
avoid having to perform a sort before each recursive application of the technique, because as
the objects are distributed to recursive subproblems their y ordering is retained. The reason
that distribution sweeping fails for EPD is that there is no necessary relationship between
the y ordering of endpoints of segments and their endpoint dominance relationship. In order
to use distribution sweeping to get an optimal algorithm for EPD we instead need to sort the
segments in a preprocessing step which leaves us with the same problem we encountered in
trying to use buffer trees for EPD.

As know techniques fails to solve EPD optimally we are led instead to other approaches
as discussed in the next section.
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2.3 External-Memory Segment Trees

The segment tree [23, 108] is a well-known dynamic data structure used to store a set of
segments in one dimension, such that given a query point all segments containing the point can
be found efficiently. Such queries are called stabbing queries. An external-memory segment
tree based on the approach in [11] is shown in Figure 4. The tree is perfectly balanced
over the endpoints of the segments it represents and has branching factor

√
m/4. Each leaf

represents M/2 consecutive segment endpoints. The first level of the tree partitions the data
into

√
m/4 intervals σi—for illustrative reasons we call them slabs—separated by dotted lines

on Figure 4. Multislabs are defined as contiguous ranges of slabs, such as for example [σ1, σ4].
There are m/8 −

√
m/4 multislabs. The key point is that the number of multislabs is a

quadratic function of the branching factor. The reason why we choose the branching factor
to be Θ(

√
m ) rather than Θ(m) is so that we have room in internal memory for a constant

number of blocks for each of the Θ(m) multislabs. The smaller branching factor at most
about doubles the height of the tree.

Segments such as CD that completely span one or more slabs are called long segments.
A copy of each long segment is stored in the largest multislab it spans. Thus, CD is stored
in [σ1, σ3]. All segments that are not long are called short segments and are not stored in
any multislab. Instead, they are passed down to lower levels of the tree where they may span
recursively defined slabs and be stored. AB and EF are examples of short segments. The
portions of long segments that do not completely span slabs are treated as small segments.
There are at most two such synthetically generated short segments for each long segment and
total space utilization is thus O(n logm n) blocks.

To answer a stabbing query, we simply proceed down a path in the tree searching for the
query value. At each node we encounter, we report all the long segments associated with each
of the multislabs that span the query value.

Because of the size of the nodes and auxiliary multislab data, the buffer tree approach
is inefficient for answering single queries. In batch dynamic environments, however, it can
be used to develop optimal algorithms. In [11], techniques are developed for using external-
memory segment trees in a batch dynamic environment such that inserting N segments in
the tree and performing K queries requires O((n+ k) logm n + t) I/Os.

It is possible to come close to solving EPD by first constructing an external-memory

σ0 σ1 σ2 σ3 σ4

√
m/4 slabs σi

· · · · · ·

· · ·· · ·· · ·· · ·· · ·

√
m/4 nodes

m/4 nodes

2N/M leaves

...

· · ·

A

· · ·

B

C

FE

D

· · ·O(logm n)

Figure 4: An external-memory segment tree based on a buffer tree over a set of N segments,
three of which, AB, CD, and EF , are shown.
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segment tree over the projections of the segments onto the x-axis and then performing stabbing
queries at the x coordinates of the endpoints of the segments. However, what we want is the
single segment directly above each query point in the y dimension, as opposed to all segments
it stabs. Fortunately, we are able to modify the external segment tree in order to efficiently
answer a batch of this type of queries. The modification requires two significant improvements
over existing techniques. First, as discussed in Section 2.3.1, we need to strengthen the
definition of the structure, and the tree construction techniques of [11] must be modified in
order to guarantee optimal performance when the structure is built. Second, as discussed
in Section 2.3.2 the batched query algorithm must be augmented using techniques similar to
fractional cascading [39].

2.3.1 Constructing Extended External Segment Trees

We will construct what we call an extended external segment tree using an approach based
on distribution sweeping. When we are building an external segment tree on non-intersecting
segments in the plane we can compare all segments in the same multislab just by comparing
the order of their endpoints on one of the boundaries. An extended external segment tree
is just an external segment tree as described in the last section built on non-intersecting
segments, where the segments in each of the multislabs are sorted. Before discussing how to
construct an extended external segment tree I/O-efficiently we will show a crucial property,
namely that the segments stored in the multislab lists of a node in such a structure can be
sorted efficiently. We will use this extensively in the rest of the paper. When we talk about
sorting segments in the multislab lists of a node we imagine that they are “cut” to the slab
boundaries, that is, that we have removed the part of the segments that are stored recursively
further down the structure. Note that this might result in another total order on the segments
than if we considered the whole segment.

Lemma 4 The set of N segment stored in the multislab lists of an internal node of an ex-
tended external segment tree can be sorted in O(n) I/O operations.

Proof : We claim that we can construct a sorted list of the segments by repeatedly looking at
the top segment in each of the multislabs, and selecting one of them to go to the sorted list.

To prove the claim, assume for the sake of contradiction that there exists a top segment s
in one of the multislab lists which is above the top segment in all the other multislab lists it
is comparable with, but which must be below a segment t in a total order. If this is the case
there exist a series of segment s1, s2 . . . , si such that t is above s1 which is above s2 and so on
ending with si being above s. But if si is above s then so is the top segment in the multislab
list containing si contradicting the fact that s is above the top segment in all multislab lists
it is comparable with.

As the number of multislab lists is O(m) there is room for a block from each of them
in internal memory. Thus the sorted list can be constructed in O(n) I/Os by performing a
standard external-memory merge of O(m) sorted lists into a single sorted list. 2

In order to construct an extended external segment tree on N segments, we first use an
optimal sorting algorithm to create a list of all the endpoints of the segments sorted by x-
coordinate. This list is used during the whole algorithm to find the medians we use to split the
interval associated with a given node into

√
m/4 vertical slabs. We now construct the O(m)

sorted multislab lists associated with the root in the following way: First we scan through
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the segments and distribute the long segments to the appropriate multislab list. This can
be done in O(n) I/Os because we have enough internal memory to hold a block of segments
for each multislab list. Then we sort each of these lists individually with an optimal sorting
algorithm. Finally, we recursively construct an extended external segment tree for each of the
slabs. The process continues until the number of endpoints in the subproblems falls below
M/2.

Unfortunately, this simple algorithm requires O(n log2
m n) I/Os, because O(n logm n) I/Os

are used to sort the multislab lists on each level of the recursion. To avoid this problem, we
modify our algorithm to construct the multislab lists of a node not only from a list of segments
but also from two other sorted lists of segments. One sorted list consists of segments that
have one endpoint in the x range covered by the node under construction and one to the
left thereof. The other sorted list is similar but contains segments entering the range from
the right. Both lists are sorted by the y coordinate at which the segments enter the range
of the node being constructed. In the construction of the structure the two sorted lists will
contain segments which was already stored further up the tree. We begin to build a node
just as we did before, by scanning through the unsorted list of segments, distributing the long
segments to the appropriate multislab lists, and then sorting each multislab list. Next, we
scan through the two sorted lists and distribute the long segments to the appropriate multislab
lists. Segments will be taken from these lists in sorted order, and can thus be merged into
the previously sorted multislab lists at no additional asymptotic cost. This completes the
construction of the sorted multislab lists, and now we simply have to produce the input for
the algorithm at each of the

√
m/4 children of the current node. The

√
m/4 unsorted lists

are created by scanning through the list of segments as before, distributing the segments
with both endpoints in the same slab to the list associated with the slab in question. The
2
√
m/4 sorted lists of boundary crossing segments are constructed from the sorted multislab

lists generated at the current level; First we use a linear number of I/Os sort the segments
(Lemma 4) and then the 2

√
m/4 lists can be constructed by scanning through the sorted list

of segments, distributing the boundary crossing segments to the appropriate of 2
√
m/4 lists.

These lists will automatically be sorted.
In the above process all the distribution steps can be done in a linear number of I/Os,

because the number of lists we distribute into always is O(m), which means that we have
enough internal memory to hold a block of segments for each output list. Thus, each level
of recursion uses O(n) I/Os plus the number of I/Os used on sorting. The following lemma
then follows from the fact that each segment only ones is contained in a list that is sorted:

Lemma 5 An extended external segment tree on N non-intersecting segments in the plane
can be constructed in O(n logm n) I/O operations.

2.3.2 Filtering Queries Through an Extended External Segment Tree

Having constructed an extended external segment tree, we can now use it to find the segments
directly above each of a series of K query points. In solving EPD, we have K = 2N , and
the query points are the endpoints of the original segments. To find the segment directly
above a query point p, we examine each node on the path from the root of the tree to the
leaf containing p’s x coordinate. At each such node, we find the segment directly above p by
examining the sorted segment list associated with each multislab containing p. This segment
can then be compared to the segment that is closest to the query point p so far, based on
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segments seen further up the tree, to see if it is the new globally closest segment. AllK queries
can be processed through the tree at once using a technique similar to batch filtering [67], in
which all queries are pushed through a given level of the tree before moving on to the next
level.

Unfortunately, the simple approach outlined in the preceding paragraph is not efficient.
There are two problems that have to be dealt with. First, we must be able to look for a
query point in many of the multislabs lists corresponding to a given node simultaneously.
Second, searching for the position of a point in the sorted list associated with a particular
multislab may require many I/Os, but as we are looking for an O(n logm n) solution we are
only allowed to use a linear number of I/Os to find the positions off all the query points. To
solve the first problem, we will take advantage of the internal memory that is available to
us. The second problem is solved with a notion similar to fractional cascading [38, 39]. The
idea behind fractional cascading on internal-memory segment trees [123] is that instead of
searching for the same element in a number of sorted lists of different nodes, we augment the
list at a node with sample elements from lists at the node’s children. We then build bridges
between the augmented list and corresponding elements in the augments lists of the node’s
children. These bridges obviate the need for full searches in the lists at the children. We take
a similar approach for our external-memory problem, except that we send sample elements
from parents to children. Furthermore, we do not use explicit bridges. Our approach uses
ideas similar to ones used in [18, 20].

As a first step towards a solution based on fractional cascading, we preprocess the extended
external segment tree in the following way (corresponding to “building bridges”): For each
internal node, starting with the root, we produce a set of sample segments. For each of the√
m/4 slabs (not multislabs) we produce a list of samples of the segments in the multislab

lists that span it. The sample list for a slab consists of every (2
√
m/4 )th segment in the

sorted list of segments that spans it, and we “cut” the segments to the slab boundaries. All
the samples are produced by scanning through the sorted list of all segments in the node
produced as in Lemma 4, distributing the relevant segments to the relevant sample lists. This
can be done efficiently simply by maintaining

√
m/4 counters during the scan, counting how

many segments so far have been seen spanning a given slab. For every slab we then augment
the multislab lists of the corresponding child by merging the sampled list with the multislab
list of the child that contains segments spanning the whole x-interval. This merging happens
before we proceed to preprocessing the next level of the tree. At the lowest level of internal
nodes, the sampled segments are passed down to the leaves.

We now prove a crucial lemma about the I/O complexity of the preprocessing steps and
the space of the resulting data structure:

Lemma 6 The preprocessing described above uses O(n logm n) I/Os. After the preprocessing
there are still O(N ) segments stored in the multi-lists on each level of the structure. Further-
more, each leaf contains less than M segments.

Proof : Before any samples are passed down the tree, we have at most 2N segments represented
at each level of the tree. Let Ni be the number of long segments, both original segments and
segments sent down from the previous level, among all the nodes at level i of the tree after the
preprocessing step. At the root, we have N0 ≤ 2N . We send at most Ni/(2

√
m/4 ) ·

√
m/4 =

Ni/2 segments down from level i to level i+ 1. Thus, Ni+1 ≤ 2N +Ni/2. By induction on i,
we can show that for all i, Ni =

(
4− (1/2)i−1)N = O(N ). From Lemma 4 and the fact that
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the number of multislab lists is O(m)—and thus that we can do a distribution or a merge
step in a single pass of the data—it follows that each segment on a given level is read and
written a constant number of times during the preprocessing phase. The number of I/Os used
at level i of the tree is thus O(ni), where ni = Ni/B. Since there are O(logm n) levels, we in
total use O(n logm n) I/Os.

Before preprocessing, the number of segments stored in a node is less than the number of
endpoints in the leaves below the node. To be precise, a leaf contains less than M/2 segments
and a node i levels up the tree from a leaf contains less than M/2 · (

√
m/4)i segments.

After preprocessing, the number of segments Nl in a leaf at level l in the tree must be
Nl ≤M/2 + Nl−1

2
√
m/4

, where Nl−1 is the maximal number of segments in a node at level l − 1;

this is because at most every (2
√
m/4)th of these segments are sent down to the leaf. Thus,

Nl ≤M/2 +
M/2 ·

√
m/4 +Nl−2/2

√
m/4

2
√
m/4

≤M/2 +M/4 +
Nl−2

(2
√
m/4)2

and so on, which means that Nl < M . 2

Having preprocessed the tree, we are now ready to filter the K query points through it.
We assume without loss of generality that K = O(N ). If K = Ω(N ) we break the queries
into K/N groups of K ′ = N queries and process each group individually. For EPD, we
have K = 2N , so this grouping is not necessary. But as we will see later, grouping reduces
the overall complexity of processing a batch of queries when K is very large. Since our
fractional cascading construction is done backwards (sampled segments sent downwards), we
filter queries from the leaves to the root rather than from the root to the leaves. To start
off, we sort the K query points by their x coordinates in O(k logm k) I/Os. We then scan the
sorted list of query points to determine which leaf a given query belongs to. This produces an
unsorted list of queries for each leaf as indicated on Figure 5a). Next we iterate through the
leaves, and for each leaf find all dominating segments of the queries assigned to the leaf that
are among the segments in the leaf. This is done by loading the entire set of segments stored
at that leaf (which fits in memory according to Lemma 6), and then use an internal-memory
algorithm to find the dominating segment for each query. As the total size of the data in all
the leaves is O(N ), the total I/O complexity of the process is O(k + n). In order to prepare
for the general step of moving queries up the tree, we sort the queries that went into each
leaf based on the order of the segments that we found to be directly above them, ending up
in a situation as indicated in Figure 5b). This takes O(k logm k) I/Os.

a) b) c)
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Figure 5: Filtering queries through the
structure. An arrow in a list indicate
that it is sorted.

Figure 6: All queries between sampled
segments (indicated by fat lines) must
appear together in the list of queries for
the slab.
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Each filtering step of the algorithm begins with a set of queries at a given level, partitioned
by the nodes at that level and ordered within the nodes by the order of the segments found
to be directly above them on the level. This is exactly what the output of the leaf processing
was. The filtering step should produce a similar configuration on the next level up the tree.
For one node this is indicated on Figure 5c). Remember that throughout the algorithm we
also keep track of the segment found to be closest to a given query point so far, such that
when the root is reached we have found the dominating segment off all query points.

To perform one filtering step on a node we merge the list of queries associated with its
children (slabs) and the node’s multislab lists. The key property that allows us to find the
dominating segments among the segments stored in the node in an I/O-efficient manner, and
sort the queries accordingly, is that the list of queries associated with a child of the node
cannot be to unsorted relative to their dominating segment in the node. This is indicated in
Figure 6.

In order to produce for each slab a list of the queries in the slab, sorted according to
dominating segment in the node, we again produce and scan through a sorted list of segments
in the multislab list of the node, just like when we generated the samples that were passed
down the tree in the the preprocessing phase. This time, however, instead of generating
samples to pass down the tree, we insert a given segment in a list for each slab it spans.
Thus if a segment completely spans four slabs it is inserted in four lists. If, during the scan,
we encounter a segment which was sampled in slab s in the sampling phase then we stop
the scan and process the queries in the list of queries for s between the sampled segment
just encountered and the last sampled segment. As previously discussed these queries appear
together in the sorted (according to dominating segment on the last level) list of queries
for s. When this is done we clear the list of segments spanning s and continue the scan.
The scan continues until all multislab segments have been processed. The crucial property
is now that during the scan we can hold all the relevant segments in main memory because
at no time during the scan do we store more than 2

√
m/4 segments for each slab, that is,

2
√
m/4 ·

√
m/4 = m/2 segments in total. Thus we can perform the scan, not counting the

I/Os used to process the queries, in a linear number of I/Os.
To process the queries in a slab between two sampled segments we maintain 2

√
m/4

output blocks, each of which corresponds to a segment between the two sampled segments.
The block for a segment is for queries with the segment as dominating segment among the
segments in the multislab list. As we read queries from the output of the child, we place them
in the appropriate output block for the slab. If these output blocks become full, we write
them back to disk. Once all queries between the two sampled segments have been processed,
we concatenate the outputs associated with each of the segments between the samples. This
results in a list of queries sorted according to dominating segment in the node, and this list
is appended to an output list for the slab. All of the above is done in a number of I/Os linear
in the number of queries processed.

When we finish the above process, we merge the sorted output query lists of all the slabs
to produce the output of the current node in a linear number of I/Os.

As discussed above, once this process has reached the root, we have the correct answers
to all queries. The total I/O complexity of the algorithm is given by the following theorem.

Theorem 1 An extended external segment tree on N non-intersecting segments in the plane
can be constructed, and K query points can be filtered through the structure in order to find
the dominating segments for all these points, in O((n+ k) logm n) I/O operations.
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Proof : According to Lemma 5 and Lemma 6 construction and preprocessing together require
O(n logm n) I/Os.

Assuming K ≤ N , sorting the K queries takes O(n logm n) I/Os. Filtering the queries up
one level in the tree takes O(n) I/Os for the outer scan and O(k) I/Os to process the queries.
This occurs through O(logm n) levels, giving an overall I/O complexity of O(n logm n).

When K > N , we can break the problem into K/N = k/n sets of N queries. Each set of
queries can be answered as shown above in O(n logm n) I/Os, giving a total I/O complexity
of O(k logm n). 2

Theorem 1 immediately gives us the following bound for EPD, for which K = 2N .

Corollary 1 The endpoint dominance problem can be solved in O(n logm n) I/O operations.

We then immediately get the following from Lemma 1, 2 and 3.

Corollary 2 The trapezoid decomposition and the total order of N non-intersecting seg-
ments in the plane, as well as the triangulation of a simple polygon, can all be computed
in O(n logm n) I/O operations.

It remains open whether a simple polygon can be triangulated in O(n) I/Os when the
input vertices are given by their order on the boundary of the polygon, which would match
the linear internal-memory bound [36].

As a final direct application of our algorithm for EPD we consider the multi-point planar
point location problem. This is the problem of reporting the location of K query points in a
planar subdivision defined by N line segments. In [67] an O((n + k) logm n)-I/O algorithm
for this problem is given for monotone subdivisions of the plane. Using Theorem 1 we can
immediately extended the result to arbitrary planar subdivisions.

Lemma 7 The multi-point planar point location problem can be solved in O((n+ k) logm n)
I/O operations.

3 Line Segment Intersection

In this section we design algorithms for line segment intersection reporting problems. In
Section 3.1 we develop an I/O-efficient algorithm for the red-blue line segment intersection
problem and in Section 3.2 we develop an algorithm for the general line segment intersection
problem.

3.1 Red-Blue Line Segment Intersection

Using our ability to sort segments as described in Section 2, we can now overcome the problems
in solving the red-blue line segment intersection problem with distribution sweeping. Given
input sets Sr of non-intersecting red segments and Sb of non-intersecting blue segments, we
construct two intermediate sets

Tr = Sr ∪
⋃

(p,q)∈Sb
{(p, p), (q, q)}

Tb = Sb ∪
⋃

(p,q)∈Sr
{(p, p), (q, q)}
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Each new set is the union of the input segments of one color and the endpoints of the segments
of the other color (or rather zero length segments located at the endpoints). Both Tr and Tb
are of size O(|Sr| + |Sb|) = O(N ). We sort both Tr and Tb using the algorithm from the
previous section, and from now on assume they are sorted. This preprocessing sort takes
O(n logm n) I/Os.

We now locate intersections between the red and blue segments with a variant of distri-
bution sweeping with a branching factor of

√
m. As discussed in Section 2.2, the structure

of distribution sweeping is that we divide the plane into
√
m slabs, not unlike the way the

plane was divided into slabs to build an external segments tree in Section 2.3. We define
long segments as those crossing one or more slabs and short segments as those completely
contained in a slab. Furthermore, we shorten the long segments by “cutting” them at the
right boundary of the slab that contain their left endpoint, and at the left boundary of the
slab containing their right endpoint. This may produce up to two new short segments for each
long segment, and below we show how to update Tr and Tb accordingly in O(n) I/Os. We also
show how to report all Ti intersections between the long segments of one color and the long
and short segments of the other color in O(n+ti) I/Os. Next, we use one scan to partition the
sets Tr and Tb into

√
m parts, one for each slab, and we recursively solve the problem on the

short segments contained in each slab to locate their intersections. Each original segment is
represented at most twice at each level of recursion, thus the total problem size at each level
of recursion remains O(N ) segments. Recursion continues through O(logm n) levels until the
subproblems are of size O(M) and thus can be solved in internal memory. This gives us the
following result:

Theorem 2 The red-blue line segment intersection problem on N segments can be solved in
O(n logm n+ t) I/O operations.

Now, we simply have to fill in the details of how we process the segments on one level of
the recursion. First, we consider how to insert the new points and segments generated when
we cut a long segment at the slab boundaries into the sorted orders Tr and Tb. Consider a
cut of a long red segment s into three parts. Changing Tr accordingly is easy, as we just need
to insert the two new segments just before or after s in the total order. In order to insert all
new red endpoints generated by cutting long red segments (which all lie on a slab boundary)
in Tb, we first scan through Tr generating the points and distributing them to

√
m lists, one

for each boundary. The lists will automatically be sorted and therefore it is easy to merge
them into Tr in a simple merge step. Altogether we update Tr and Tb in a O(n) I/Os.

Next, we consider how intersections involving long segments are found. We divide the
algorithm into two parts; reporting intersections between long and short segments of different
colors and between long segments of different colors.

Because Tr and Tb are sorted, we can locate interactions between long and short segments
using the distribution-sweeping algorithm used to solve the orthogonal segment intersection
problem in [67]. We use the algorithm twice and treat long segments of one color as horizontal
segments and short segments of the other color as vertical segments. We sketch the algorithm
for long red and blue short segments (details can be found in [67]); We sweep from top to
bottom by scanning through the sorted list of red segments and blue endpoints Tr. When a
top endpoint of a small blue segment is encountered, we insert the segment in an active list
(a stack where we keep the last block in internal memory) associated with the slab containing
the segment. When a long red segment is encountered we then scan through all the active
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Figure 7: Long blue segments (dashed
lines) can interact with multislab in
three ways.

Figure 8: Proof of Lemma 8. The
segment between a and b must inter-
sect b.

lists associated with the slabs it completely spans. During this scan we know that every small
blue segment in the list either is intersected by the red segment or will not be intersected by
any of the following red segments (because we process the segments in sorted order), and can
therefore be removed from the list. A simple amortization argument then shows that we use
O(n+ ti) I/Os to do this part of the algorithm.

Next we turn to the problem of reporting intersections between long segments of different
colors. We define a multislab as in Section 2.3.1 to be a slab defined by two of the

√
m

boundaries. In order to report the intersections we scan through Tr and distribute the long
red segments into the O(m) multislabs. Next, we scan through the blue set Tb, and for each
blue segment we report the intersections with the relevant long red segments. This is the same
as reporting intersections with the appropriate red segments in each of the multislab lists.
Now consider Figure 7. A long blue segments can “interact” with a multislab in three different
ways. It can have one endpoint in the multislab, it can cross the multislab completely, or it can
be totally contained in the multislab. First, let us concentrate on reporting intersections with
red segments in multislabs for which the blue segment intersects the left boundary. Consider
a blue segment b and a multislab m containing its right endpoint, and define yp to be the y
coordinate of a point p. We have the following:

Lemma 8 If a blue segment b intersects the left boundary of a multislab at point p then all
blue segments processed after b will intersect the same boundary at a point q below p. Let
r be the left endpoint of a red segment in the multislab list. If yr ≥ yp and b intersects the
red segment, then b intersects all red segments in the multislab list with left endpoints in the
y-range [yp, yr]. The case yr ≤ yp is symmetric.

Proof : The first part follows immediately from the fact that we process the segments in sorted
order. Figure 8 demonstrates that the second part holds. 2

Using this lemma we can now complete the design of the algorithm for our problem using
a merging scheme. As discussed above, we process the blue segment in Tb one at a time and
report intersections with red segments in multislabs list where the blue segment intersect the
left boundary. For each such multislab list we do the following: We scan forward from the
current position in the list until we find the first red segment sr whose left endpoint lies below
the intersection between the blue segment and the multislab boundary. Then we scan back-
ward or forward as necessary in the multislab list in order to report intersections. Lemma 8
shows that the algorithm reports all intersections because all intersected segments lies con-
secutively above or belove sr. Furthermore, it shows that we can use blocks efficiently such
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that we in total only scan through each multislabs list once without reporting intersections.
Thus, our algorithm uses a total of O(n+ ti) I/Os.

This takes care of the cases where the blue segment completely spans a multislab or where
it has its right, and only the right, endpoint in the multislab. The case where the blue segment
only has its left endpoint in the multislab can be handled analogously. The remaining case
can be handled with the same algorithm, just by distributing the blue segments instead of the
red segments, and then processing one long red segment at a time. To summarize, we have
shown how to perform one step of the distribution sweeping algorithm in O(n+ ti) I/Os, and
thus proven Theorem 2.

3.2 General Line Segment Intersection

The general line segment intersection problem cannot be solved by distribution sweeping as in
the red-blue case, because the↗ and↘ (Lemma 3) relations for sets of intersecting segments
are not acyclic, and thus the preprocessing phase to sort the segments cannot be used to
establish an ordering for distribution sweeping. However, as we show below, extended external
segment trees can be used to establish enough order on the segments to make distribution
sweeping possible. The general idea in our algorithm is to build an extended external segment
tree on all the segments, and during this process to eliminate any inconsistencies that arise
because of intersecting segments on the fly . This leads to a solution for the general problem
that integrates all the elements of the red-blue algorithm into one algorithm. In this algorithm,
intersections are reported both during the construction of an extended external segment tree
and during the filtering of endpoints through the structure.

In order to develop the algorithm we need an external-memory priority queue [11]. Given
mp blocks of internal memory, N insert and delete-min operations can be performed on such
a structure in O(n logmp n) I/Os. If we chose mp to be mc for some constant c (0 < c < 1),
we can perform the N operations using O(n logm n) I/Os. In the construction of an extended
external segment tree for general line segment intersection, we use two priority queues for
each multislab. In order to have enough memory to do this, we reduce the fan-out of the
extended segment tree from

√
m/4 to (m/4)1/4. This does not change the asymptotic height

of the tree, but it means that each node will have less than
√
m/4 multislabs. We chose mp to

be
√
m. Thus, with two priority queues per multislab, each node of the external segment tree

still requires less than m/2 blocks of internal memory. Exactly what goes into the priority
queues and how they are used will become clear as we describe the algorithm.

3.2.1 Constructing the Extended External Segment Tree

In the construction of an extended external segment tree in Section 2.3.1 we used the fact
that the segments did not intersect in order to establish an ordering on them. The main idea
in our algorithm is a mechanism for breaking long segments into smaller pieces every time we
discover an intersection during construction of the multislab lists of a node. In doing so we
manage to construct an extended segment tree with no intersections between long segments
stored in the multislab lists of the same node.

In order to construct the extended external segment tree on the N (now possibly inter-
secting) segments, we as in Section 2.3.1 first in O(n logm n) I/Os create a sorted list of all
the endpoints of the segments. The list is sorted by x coordinate, and used during the whole
algorithm to find the medians we use to split the interval associated with a node into (m/4)1/4

89



s

t

s1 s2 s3 s4 s5 s6 s6

s

u

t

Figure 9: Breaking a segment. Figure 10: Proof of lemma 9.

vertical slabs. Recall that in Section 2.3.1 one node in the tree was constructed from three
lists, one sorted list of segments for each of the two extreme boundaries and one unsorted
list of segments. In order to create a node we start as in the non-intersecting case by scan-
ning through the unsorted list of segments, distributing the long segments to the appropriate
multislab lists. Next, we sort the multislab lists individually according to the left (or right)
segment endpoint. Finally, we scan through the two sorted lists and distribute the segments
from these lists. The corresponding multislab lists will automatically be sorted according to
the endpoint on one of the boundaries.

Now we want to remove inconsistencies by removing intersections between long segments
stored in the multislab lists. We start by removing intersections between segments stored in
the same list. To do so we initialize two external priority queues for each of the multislabs,
one for each boundary. Segments in these queues are sorted according to the order of the their
endpoint on the boundary in question, and the queues are structured such that a delete-min
operation returns the topmost segment. We process each of the multislab lists individually as
follows: We scan through the list and check if any two consecutive segments intersect. Every
time we detect an intersection we report it, remove one of the segment from the list, and
break it at the intersection point as indicated on Figure 9. This creates two new segments.
If either one of them are long we insert it in both the priority queues corresponding to the
appropriate multislab list. Any small segments that are created are inserted into a special
list of segments which is distributed to the children of the current node along with normal
small segments. The left part of s on Figure 9 between s1 and s3 is for example inserted in
the queues for multislab [s1, s3], and the part to the right of s3 is inserted in the special list.
It should be clear that after processing a multislab list in this way the remaining segments
are non-intersecting (because every consecutive pair of segments are non-intersecting), and
it will thus be consistently sorted. As we only scan through a multislab list ones the whole
process can be done in a linear number of I/Os in the number of segments processed, plus
the I/Os used to manipulate the priority queues.

Unfortunately, we still have inconsistencies in the node because segments in different
multislab lists can intersect each other. Furthermore, the newly produced long segments in
the priority queues can intersect each other as well as segments in the multislab lists. In order
to remove the remaining intersections we need the following lemma.

Lemma 9 If the minimal (top) segments of all the priority queues and the top segments of
all the multislab lists are all non-intersecting, then the top-most of them is not intersected by
any long segment in the queues or lists.

Proof : First, consider the top segment in the two priority queues corresponding to the two
boundaries of a single multislab. If these two segments do not intersect, then they must indeed
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be the same segment. Furthermore, no other segment in these queues can intersect this top
segment. Now consider the top segment in the multislab list of the same multislab. As the two
segments are non-intersecting one of them must be completely above the other. This segment
is not intersected by any segment corresponding to the same multislab. Now consider this
top segment in all the multislabs. Pick one of the top-most of these non intersecting segments
and call it s. Now consider Figure 10. Assume that s is intersected by another segment t
in one of the queues or multislab lists. By this assumption t is not the top segment in its
multislab. Call the top segment in this multislab u. Because u does not intersect either t or
s, and as it is on top of t, it also has to be on top of s. This contradicts the assumption that
s is above all the top segments. 2

Our algorithm for finding and removing intersections now proceeds as follows. We re-
peatedly look at the top segment in each of the priority queues and multislab lists. If any of
these segments intersect, we report the intersection and break one of the segments as before.
If none of the top segments intersect we know from Lemma 9 that the topmost segment is
not intersected at all. This segment can then be removed and stored in a list that eventually
becomes the final multislab list for the slab in question. When we have processed all segments
in this way, we end up with O(m) sorted multislab list of non-intersecting segments. We have
enough internal memory to buffer a block from each of the lists involved in the process, so we
only need a number of I/Os linear in the number of segments processed (original and newly
produced ones), plus the number of I/Os used to manipulate the priority queues.

Finally, as in Section 2.3.1, we produce the input to the next level of recursion by dis-
tributing the relevant segments (remembering to include the newly produced small segments)
to the relevant children. As before, this is done in a number of I/Os linear in the number
of segments processed. We stop the recursion when the number of original endpoints in the
subproblems fall below M/4.

If the total number of intersections discovered in the construction process is T then the
number of new segments produced is O(T ), and thus the number of segments stored on
each level of the structure is bounded by O(N + T ). As in Section 2.3.1 we can argue
that each segment is only contained in one list being sorted and thus we use a total of
O((n + t) logm(n + t)) = O((n + t) logm n) I/Os to sort the segments. In constructing each
node we only use a linear number of I/Os, plus the number of I/Os used on priority queue
operations. Since the number of priority queue operations is O(T ), the total number of of
I/Os we use to construct the whole structure is bounded by O((n+ t) logm n).

3.2.2 Filtering Queries Through the Structure

We have now constructed an extended external segment tree on the N segments, and in
the process of doing so we have reported some of the intersections between them. The
intersections that we still have to report must be between segments stored in different nodes.
In fact intersections involving segments stored in a node v can only be with segments stored
in nodes below v or in nodes on the path from v to the root. Therefore we will report all
intersections if, for all nodes v, we report intersections between segments stored at v and
segments stored in nodes below v. But in v segments stored in nodes below v must be similar
to the segments we called small in the red-blue line segment algorithm. Thus, if in each node v
we had a list of endpoints of segments stored in nodes below v, sorted according to the long
segment in v immediately on top of them, we could report the remaining intersections with
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the algorithm that was used in Section 3.1.
In order to report the remaining intersections we therefore preprocess the structure and

filter the endpoints of the O(N + T ) segments stored in the structure through the structure
as we did in section 2.3.2. At each node the filtering process constructs a list of endpoints
below the node sorted according to dominating segment among the segments stored in the
node. At each node we can then scan this list to collect the relevant endpoints and then
report intersections with the algorithm used in Section 3.1. For all nodes on one level of
the structure the cost is linear in the number of segments and endpoints processed, that is,
O(n+ t) I/Os, plus a term linear in the number of new intersections reported.

Recall that the preprocessing of the structure in Section 2.3.2 consisted of a sampling of
every (2

√
m/4)th segment of every slab in a node, which was then augmented to the segments

stored in the child corresponding to the slab. The process was done from the root towards the
leaves. We will do the same preprocessing here, except that because we decreased the fanout to
(m/4)1/4 we only sample every (2(m/4)1/4)th segment in a slab. However, as we are building
the structure on intersecting segments we should be careful not to introduce intersections
between segments stored in the multislab lists of a node when augmenting the lists with
sampled segments. Therefore we do the preprocessing while we are building the structure.
Thus, in the construction process described in the previous section, after constructing the
sorted multislab lists of a node, we sample every (2(m/4)1/4)th segment in each slab precisely
as in Section 2.3.2. We then send these segments down to the next level together with the
other “normal” segments that need to be recursively stored further down the tree. However,
we want to make sure that the sampled segments are not broken, but stored on the next
level of the structure. Otherwise we cannot I/O-efficiently filter the query points through the
structure, as the sampled segments are stored on the next level to make sure that the points
are not to unsorted relative to the segments stored in a node. Therefore we give the sampled
segments a special mark and make sure that we only break unmarked segments. We can do
so because two marked segments can never intersect, otherwise they would have been broken
on the previous level.

By the same argument used in Section 2.3.2 to prove Lemma 6 we can prove that the
augmentation of sampled segments does not asymptotically increase the number of segments
stored on each level of the structure. Also all the sampling and augmentation work can be
done in a linear number of I/Os on each level of the structure. This means that the number of
I/Os used to construct the structure is kept at O((n+t) logm n), even when the preprocessing
is done as an integrated part of it.

After the construction and preprocessing we are ready to filter the O(N + T ) endpoints
through the O(logm n) levels of the structure. Recall by referring to Figure 5 that in order to
do the filtering we first sort the points by x coordinate and distribute them among the leaves.
Then for each leaf in turn we find the dominating segments of the points assigned to the leaf
and sort the points accordingly. Finally, the points are repeatedly filtered one level up until
they reach the root.

The sorting of the points by x coordinate can be done in O((n+ t) logm(n+ t)) = O((n+
t) logm n) I/Os. Also each of the filtering steps can be done in a linear number of I/Os by
the same argument as in Section 2.3.2 and the previous discussion. However, our structure
lacks one important feature which we used in Section 2.3.2 to find dominating segments in
the leaves. As in Section 2.3.2 we can argue that a leaf represents less than M/4 endpoints
of the original segments, but as new segments and thus endpoints are introduced during
the construction of the structure we cannot guarantee that the number of segments stored
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in a leaf is less than M/2. Therefore, we cannot find the dominating segments by loading
all segments stored in a leaf into internal memory and using an internal memory algorithm.
Also, the segments stored in a leaf may intersect each other and we need to find and reports
such intersections. However, assuming that we can report such intersections and produce the
sorted list of endpoints for each leaf, the rest of the algorithm runs in O((n + t) logm n + t′)
I/Os, where T ′ is the number of intersections found during the filtering of the endpoints
through the structure. If T1 = T + T ′ is the total number of intersections reported then this
number is clearly O((n+ t1) logm n).

In order to overcome the problems with leaves containing more thanM segments we do the
following: We collect all the segments stored in such leaves. The number of collected segments
must be less than 2T1 (actually less than 2T ), since the involved leaves contain more than
M segments but less than M/2 of the original N segments. The same holds for the number
of endpoints assigned to the leaves. We then recursively build an external extended segment
tree on these segments and filter the relevant endpoints through the structure in order to
report intersections between the segments and produce a list of the points sorted according
to dominating segment. If we do not count the I/Os used to process the leaves in this tree
this costs us O((t1 + t2) logm n) I/Os. Here T2 is the number of intersections reported. Now
we again need to collect the less than 2T2 segments in the leaves of the new tree containing
more than M segments and recursively solve the problem for those segments. The process
stops when all leaves contain less than M segments, and the total number of I/Os used on
all the structure is then O(n logm n + 2

∑
i ti logm n) = O((n + tt) logm n), where Tt is the

total number of intersections reported. This completes our algorithm for the general segment
intersection problem, giving us the following theorem:

Theorem 3 All T intersections between N line segments in the plane can be reported in
O((n+ t) logm n) I/O operations.

4 Conclusions

In this paper, we have presented efficient external-memory algorithms for large-scale geometric
problems involving collections of line segments in the plane, with applications to GIS systems.
We have obtained these algorithms by combining buffer trees and distribution sweeping with
a powerful new variant of fractional cascading designed for external memory.

The following two important problems, which are related to those we have discussed in
this paper, remain open:

• If given the vertices of a polygon in the order they appear around its perimeter, can we
triangulate the polygon in O(n) I/O operations?

• Can we solve the general line segment intersection reporting problem in the optimal
O(n logm n+ t) I/O operations?
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Abstract

We present a space- and I/O-optimal external-memory data structure for answering
stabbing queries on a set of dynamically maintained intervals. Our data structure settles
an open problem in databases and I/O algorithms by providing the first optimal external-
memory solution to the dynamic interval management problem, which is a special case
of 2-dimensional range searching and a central problem for object-oriented and temporal
databases and for constraint logic programming. Our data structure is simultaneously
optimal in space and I/O, and it is the first optimal external data structure for a 2-
dimensional range searching problem that has worst-case as opposed to amortized update
bounds. Part of the data structure uses a novel balancing technique for efficient worst-case
manipulation of balanced trees, which is of independent interest.

1 Introduction

In recent years there has been much effort in developing efficient external-memory data struc-
tures for range searching, which is a fundamental primitive in several large-scale applications,
including spatial databases and geographic information systems (GIS) [52, 70, 84, 114, 124],
graphics [60], indexing in object-oriented and temporal databases [79, 109], and constraint
logic programming [78, 79]. Often the amount of data manipulated in such applications are
too large to fit in main memory and must reside on disk, and in such cases the Input/Output
(I/O) communication can become a bottleneck. NASA’s EOS project GIS system [52] is
an example of such an application, as it is expected to manipulate petabytes (thousands of
terabytes, or millions of gigabytes) of data! The effect of the I/O bottleneck is getting more
pronounced as internal computation gets faster, and especially as parallel computing gains
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popularity [107]. Currently, technological advances are increasing CPU speeds at an annual
rate of 40–60% while disk transfer rates are only increasing by 7–10% annually [113].

In this paper we consider the special case of external 2-dimensional range searching called
dynamic interval management, which is highlighted in [78, 79, 110, 121] as one of the impor-
tant special cases of external range searching because of its applications in object-oriented
databases and constraint logic programming. The problem of developing a space and I/O-
time optimal external data structure for the problem is mentioned in [110] as one of the major
theoretical open problems in the area, and in [79] it is even called “the most elegant open
question.” In this paper we develop such an optimal structure.

1.1 Memory model and previous results

We will be working in the standard model for external memory with one (logical) disk [82, 5].
We assume that each external-memory access transmits one page of B units of data, which
we count as one I/O. We measure the efficiency of an algorithm in terms of the number of
I/O operations it performs. Often one also makes the assumption that the main memory is
capable of holding O(B2) units, that is, O(B) blocks of data. Throughout most of this paper
we also make this assumption, but in section 4 we show how to do without it.

While B-trees and their variants [21, 51] have been an unqualified success in support-
ing external dynamic 1-dimensional range searching, they are inefficient at handling more
general problems like 2-dimensional or higher-dimensional range searching. The problem of
2-dimensional range searching in both main and external memory has been the subject of
much research. Many elegant data structures like the range tree [24], the priority search
tree [89], the segment tree [23], and the interval tree [53, 54] have been proposed for use
in main memory for 2-dimensional range searching and its special cases (see [43] for a de-
tailed survey). Most of these structures are not efficient when mapped to external memory.
However, the practical need for I/O support has led to the development of a large number
of external data structures that do not have good theoretical worst-case update and query
I/O bounds, but do have good average-case behavior for common problems. Such meth-
ods include the grid file [95], various quad-trees [114, 115], z-orders [103] and other space
filling curves, k-d-B-tress [111], hB-trees [86], cell-trees [68], and various R-trees [69, 117].
The worst-case performance of these data structures is much worse than the optimal bounds
achievable for dynamic external 1-dimensional range searching using B-trees (see [79] for a
complete reference on the field).

Recently some progress has been made on the construction of external 2-dimensional
range searching structures with provably good performance. In [79] the dynamic interval
management problem is considered, in which intervals can be inserted and deleted, and given
a query interval all current intervals that intersect the query interval must be reported.
This problem is crucial for indexing constraints in constraint databases and in temporal
databases [78, 79, 109]. A key component of external dynamic interval management is an-
swering stabbing queries. Given a set of intervals, to answer a stabbing query with a point q
one has to report all intervals that contain q. By regarding an interval [x, y] as the point (x, y)
in the plane, a stabbing query with q reduces to the special case of two-sided 2-dimensional
range searching called diagonal corner queries with corner (q, q) on the x = y line, as shown
in Figure 1. The metablock tree developed in [79] answers diagonal corner queries in optimal
O(logB N + T/B) I/Os using optimal O(N/B) blocks of external memory, where T denotes
the number of points reported. The structure is fairly involved and supports only insertions
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Figure 1: Different types of 2-dimensional range queries.

(not deletions) in O(logB N + (logB N )2/B) I/Os amortized.
As mentioned a number of elegant internal-memory solutions exist for 2-dimensional range

searching. The priority search tree [89] for example can be used to answer slightly more general
queries than diagonal corner queries, namely 3-sided range queries (Figure 1), in optimal query
and update time using optimal space. A number of attempts have been made to externalize
this structure, including [27, 74, 110], but they are all non-optimal. The structure in [74]
uses optimal space but answers queries in O(log2 N + T/B) I/Os. The structure in [27] also
uses optimal space but answers queries in O(logB N + T ) I/Os. In both papers a number of
non-optimal dynamic versions of the structures are also developed. In [110] a technique called
path caching for transforming an efficient internal-memory data structure into an I/O efficient
one is developed. Using this technique on the priority search tree results in a structure that
can be used to answer 2-sided queries, which are slightly more general than diagonal corner
queries, but slightly less general than 3-sided queries; see Figure 1. This structure answers
queries in the optimal O(logB N + T/B) I/Os and supports updates in amortized O(logB N )
I/Os, but uses slightly non-optimal O((N/B) log2 log2 B) space. Various other external data
structures for answering 3-sided queries are also developed in [79] and in [110]. In [121]
another attempt is made on designing a structure for answering 3-sided queries and a dynamic
structure called the p-range tree is developed. The structure uses linear space, answers queries
in O(logB N +T/B+ IL∗(B)) I/Os and supports updates in O(logBN + (logB N )2/B) I/Os
amortized. The symbol IL∗(·) denotes the iterated log∗ function, that is, the number of times
one must apply log∗ to get below 2. It should be mentioned that the p-range tree can be
extended to answer general 2-dimensional queries, and that very recently a static structure
for 3-dimensional queries has been developed in [130].

The segment tree [23] can also be used to solve the stabbing query problem, but even in
internal memory it uses more than linear space. Some attempts have been made to external-
izing this structure [28, 110] and they all use O((N/B) log2 N ) blocks of external memory.
The best of them [110] is static and answers queries in the optimal O(logBN + T/B) I/Os.

1.2 Overview of our results

Our main results in this paper is an optimal external-memory data structure for the stabbing
query problem. As mentioned, this result leads to the first known optimal solution to the
interval management problem, and thus it settles an open problem highlighted in [79, 110,
121]. Our data structure uses O(N/B) blocks of external memory to maintain a set of N
intervals, such that insertions and deletions can be performed inO(logB N ) I/Os and such that
stabbing queries can be answered in O(logB N+T/B) I/Os. In Figure 2 we compare our result
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Space (blocks) Query I/O bound Update I/O bound
Priority search tree [74] O(N/B) O(log2 N + T/B)
XP-tree [27] O(N/B) O(logB N + T )
Metablock tree [79] O(N/B) O(logB N + T/B) O(logB N + (logB N)2/B)

amortized (inserts only)
P-range tree [121] O(N/B) O(logB N + T/B+ O(logB N + (logB N)2/B)

IL∗(B)) amortized
Path Caching [110] O((N/B) log2 log2B) O(logB N + T/B) O(logBN) amortized
Our Result O(N/B) O(logB N + T/B) O(logBN)

Figure 2: Comparison of our data structure for stabbing queries with previous data structures.

with previous solutions. Note that unlike previous non-optimal solutions to the problem,
the update I/O bounds for our data structure are worst-case. Previously no external data
structure with worst-case update bounds was known for any 2-dimensional range searching
problem. Also, as mentioned, our structure works without the assumption often made that
the internal memory is capable of holding O(B2) items.

Our solution to the stabbing query problem is an external-memory version of the interval
tree [53, 54]. In Section 2 we present the basic structure where the endpoints of the intervals
stored in the structure belong to a fixed set of points. In Section 3 we then remove the fixed
endpoint-set assumption. In internal memory the assumption is normally removed by using a
BB[α]-tree [96] as base search tree structure [90], and this leads to amortized update bounds.
But as BB[α]-trees are not very suitable for implementation in external memory, we develop
a special weight-balanced B-tree for use in our external interval tree structure. Like in internal
memory this results in amortized update bounds. In Section 4 we then show how to remove
the amortization from the structure and how to avoid making the assumption about the size
of the internal memory.

Our weight-balanced B-tree is of independent interest because we can use it in the design of
other efficient external data structures and use it to remove amortization from other external-
memory as well as internal-memory data structures. For example fixing B to a constant in
our result yields an internal-memory interval tree with worst-case update bounds. Our B-
tree structure can also be used as a (simpler) alternative to the rather complicated structure
developed in [136] in order to add range restriction capabilities to internal-memory dynamic
data structures. It seems possible to use the techniques in [136] to remove the amortization
from the update bound of the internal interval tree, but our method is much simpler.

Finally, in Section 5 we discuss how to use the ideas behind our external interval tree to
develop an external version of the segment tree with space bound O((N/B) logB N ). This
improves upon previously known data structures [28, 110], which use O((N/B) log2N ) blocks
of external memory. Our structure has worst-case optimal query and update I/O bounds,
whereas the other known structures are only query optimal in the static case. Fixing B to a
constant yields an internal-memory segment tree (without the fixed endpoint set assumption)
with worst case update bounds. Again we believe that our way of removing the amortization
is simpler than a possible complicated use of the techniques in [136].
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2 External-memory interval tree with fixed endpoint set

In this section we present the basic structure where the endpoints of the intervals have to
belong to a fixed set. We also assume that the internal memory is capable of holding O(B)
blocks of data. As mentioned, we remove these assumptions in Sections 3 and 4.

2.1 Preliminaries

Our external-memory interval tree makes use of two kinds of secondary structures: the B-tree
and a “corner structure” [79].

B-trees [21, 51] or more generally (a, b)-trees [73] are search tree structures suitable for
external memory:

Lemma 1 A set of N elements can be stored in a B-tree structure using O(N/B) blocks of
external memory such that updates and queries can be performed in O(logB N ) I/Os.

A B-tree on N sorted elements can be built in O(N/B) I/Os and the T smallest (largest)
elements can be reported in O(T/B + 1) I/Os

A “corner structure” [79] is a stabbing query data structure that is efficient when the
number of segments stored in it is O(B2).

Lemma 2 (Kanellakis, Ramaswamy, Vengroff, Vitter [79]) A set of k ≤ B2 segments
can be represented using O(k/B) blocks of external memory such that a stabbing query can be
answered in O(T/B + 1) I/O operations where T is the number of reported segments.

As discussed in [79] the corner structure can be made dynamic by maintaining a special
update block. Updates are inserted in this block and the structure is then rebuilt using O(B)
I/Os once B updates have been inserted. This leads to the following lemma:

Lemma 3 A set of k ≤ B2 segments can be represented using O(k/B) blocks of external
memory such that a stabbing query can be answered in O(T/B + 1) I/Os and an update can
be performed in O(1) I/Os amortized. The structure can be constructed in O(k/B) I/Os.

Note that the assumption on the size of the internal memory is (among other things)
used to assure that all the segments in the corner structure fit in internal memory during a
rebuilding process, that is, a rebuilding is simply done by loading the whole structure into
internal memory, rebuild it, and write it back to external memory. In Section 4.2 we show how
the update bounds can be made worst-case, and in that process we remove the assumption on
the size of the internal memory. In that section it will also become clearer why the structure
is called a “corner structure.”

2.2 The structure

An internal-memory interval tree consists of a binary tree over the endpoints of the segments
stored in the structure, with the segments stored in secondary structure in the internal nodes
of this tree [53]. We associate an interval Xv with every node v consisting of all the endpoints
below v. The interval Xr of the root r is thus divided into two by the intervals of its children,
and we store a segment in r if it contains the “boundary” between these two intervals. Intervals
on the left (right) side of the boundary are stored recursively in the left (right) subtree.
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Segments in r are stored in two structures: a search tree sorted according to left endpoints
of the segments and one sorted according to right endpoints. To do a stabbing query with x
we report the segments in r that contain x and then recurse to the subtree corresponding
to x. If x is contained in the interval of r’s left child, we find the segments in r containing x
by traversing the segments in r sorted according to left endpoints, from the segments with
smallest left endpoints toward the ones with largest left endpoints, until we meet a segment
that does not contain x. All segments after this segment in the sorted order will not contain x.

When we want to externalize the interval tree structure and obtain a structure with height
O(logB N ), we need to increase the fan-out of the nodes in the tree over the endpoints. This
creates a number of problems when we want to store segments in secondary structures such
that queries can be answered efficiently. The starting idea behind our successful externaliza-
tion of the structure, as compared with previous attempts [27, 110], is that the nodes in our
structure have fan-out

√
B instead of B, following ideas from [11, 15]. The implications of

this smaller fan-out are explained later in this section.
The external-memory interval tree on a set of intervals I with endpoints in a fixed set E

is defined in the following way (we assume without loss of generality that no two intervals
in I have the same endpoint, and that |E| = (

√
B)iB for some i ≥ 0): The base tree is

a perfectly balanced tree over the endpoints E that has branching factor
√
B. Each leaf

represents B consecutive points from E. As in the internal memory case we associate an
interval Xv with each internal node v consisting of all endpoints below v. The interval Xv is
further divided into the

√
B subintervals associated with the children of v; see Figure 3. For

illustrative purposes we call the subintervals slabs and the left (right) endpoint of such a slab
a slab boundary. Finally, we define a multislab to be a contiguous range of slabs, such as for
example Xv2Xv3 in Figure 3.

An internal node v now stores segments from I that cross one or more of the slab bound-
aries associated with v, but not any of the slab boundaries associated with v’s parent. A
leaf stores segments with both endpoints among the endpoints represented by the leaf. The
number of segments stored in a leaf is less than B/2 and they can therefore be stored in one
block. Each internal node v contains a number of secondary structures used to store the set
of segments Iv stored in the node:

• For each of the
√
B + 1 slab boundaries bi, 1 ≤ i ≤

√
B + 1,

– A right slab list containing segments from Iv with right endpoint between bi
and bi+1, sorted according to right endpoint.

– A left slab list containing segments from Iv with left endpoint between bi and bi−1,
sorted according to left endpoint.
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– O(
√
B) multislab lists—one for each choice of a boundary to the right of bi. The

list for boundary bj (j > i) contains segments from Iv with left endpoint between
bi−1 and bi and right endpoint between bj and bj+1. The list is sorted according
to right endpoint of the segments.

• If the number of segments stored in a multislab list is less than Θ(B) we instead store
them in a special underflow structure together with the segments from other multislab
lists containing o(B) segments.

To be more precise, only if a multislab contains more than B segments we definitely
store the segments in the multislab list. If the number of segments is between B/2
and B then the segments are either stored in the multislab list or in the underflow
structure. Note that the underflow structure always contains less than B2 segments.

An important point is that there are about (
√
B )2/2 = B/2 multislab lists associated with

each internal node, since we used a fan-out of
√
B (instead of B), and thus we have room

in each internal node to store the pointers to its secondary data structures. The penalty for
using a fan-out of

√
B is only a factor of 2 in the height of the tree.

A segment is thus stored in two or three structures: two slab lists, and possibly in a
multislab list or in the underflow structure. As an example, segment s in Figure 3 will
be stored in the left slab list of b2, in the right slab list of b4, and in the multislab list
corresponding to these two slab boundaries. Note the similarity between the slab lists and
the sorted lists of segments in the nodes of an internal-memory segment tree. As in the
internal case s is stored in two sorted lists—one for each of its endpoints. This represents the
part of s to the left of the leftmost boundary contained in s, and the part to the right of the
rightmost boundary contained in s. Unlike in the internal case, in the external case we also
need to store/represent the part of s between the two extreme boundaries. This is done using
the multislab lists.

All lists in a node are implemented using the B-tree structure from Lemma 1, and the
underflow structure is implemented using the corner structure from Lemma 3. Finally, we
maintain information like size and place of each of the O(B) structures associated with a
node in O(1) “administration” blocks. The number of blocks used in a node that cannot be
accounted for by segments (blocks that are not at least half-filled with segments) is O(

√
B):

O(1) administration blocks, one block for each of the 2
√
B slab lists, and one for the underflow

structure. As each leaf contains B endpoints the tree has O(|E|/B
√
B ) internal nodes, which

again means that we use a total of O(|E|/B) blocks to store the whole structure. Note that
if we did not store segments belonging to a multislab having o(B) segments in the underflow
structure, we could have Ω(B) sparsely utilized blocks in each node, which would result in a
non-optimal space bound.

2.2.1 Operations on the structure

In order to do a stabbing query with x on our external interval tree we search down the
structure for the leaf containing x. At each internal node we pass in this search we should
report the relevant segment among the segments stored in the node. Let v be one such node
and assume that x falls between slab boundary bi and slab boundary bi+1. We do the following
on v’s secondary structures:
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• We load the O(1) administration blocks.

• We load and report the segments in all multislab lists that contain segments that cross
bi and bi+1.

• We do a stabbing query with x on the underflow structure and report the result.

• We report segments from bi’s right slab list from the largest toward the smallest (ac-
cording to right endpoint) until we meet a segment that does not contain x.

• We report segments from bi+1’s left slab list from the smallest toward the largest until
we meet a segment that does not contain x.

It is easy to realize that this process will indeed report all the relevant segments. All
segments stored in v that contain x are either stored in one of the relevant multislab lists,
in the underflow structure, or in the right slab list of bi or the left slab list of bi+1; refer to
Figure 4. Our algorithm correctly reports all the relevant segments in the right slab list of bi,
because if a segment in the right-to-left order of this list does not contain x then neither does
any other segment to the left of it. A similar argument holds for the left-to-right search in
the left slab list of bi+1. Again note the similarity with the internal interval tree.

The query algorithm uses an optimal number of I/O operations, as can be demonstrated as
follows: The search with x in the base structure uses O(log√BN ) = O(logBN ) I/Os. In each
node on the search path we only use O(1) I/Os that are not “paid for” by reportings (blocks
read that contain Θ(B) output segments): We use O(1) I/Os to load the administration
blocks, O(1) overhead to query the underflow structure, and O(1) overhead for each of the
two searches in the slab lists. The underflow structure is again crucial because it means that
all blocks loaded in order to report the segments in the relevant multislab lists contain Θ(B)
segments.

Lemma 4 There exists a data structure using O(N/B) blocks of external memory to store
segments with endpoints among a set E of size N , such that stabbing queries can be performed
in O(logB N + T/B) I/Os in the worst case.

In order to insert a new segment s into the structure we do the following: We search down
the base tree until we find the first node where s crosses one or more slab boundaries. Then
we load the O(1) administration blocks and insert s into the two relevant slab lists. If the
multislab list that we want to insert s into exists, we also insert s into that list. Otherwise the
other segments (if any) belonging to s’s multislab list are stored in the underflow structure
and we insert s in this structure. If that brings the number of segments belonging to the
same multislab as s up to B, we delete them from the underflow structure by rebuilding it
totally, and create a new multislab list with the B segments. Finally, we update and store
the administration blocks.

In order to delete a segment s we again search down the structure until we find the node
where s is stored. We then delete s from the two relevant slab lists. If s is stored in the
underflow structure (we can figure that out by checking if the multislab list for s exists) we
just delete it from the structure. Otherwise we delete s from the multislab list it is stored in.
If the number of segments in this list falls below B/2 by the deletion of s, we remove the list
and insert all the segments in the underflow structure. The latter is done by rebuilding the
underflow structure. Finally, we again update and store the administration blocks.
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To analyze the I/O usage of an update, note that for both inserts and deletes we use
O(logB N ) I/Os to search down the base tree, and then we in one node use O(logB N ) I/Os
to update the secondary list structures. The manipulation of the underflow structure uses
O(1) I/Os amortized, except in the cases where the structure is rebuilt, where it uses O(B)
I/Os. In the latter case there must have been at least B/2 “inexpensive” updates involving
segments in the same multislab as s since the time of the last rebuilding; by “inexpensive”
we mean updates where no rebuilding is done. Hence the amortized I/O use remains O(1).
To summarize, we have shown the following:

Theorem 1 There exists a data structure using O(N/B) blocks of external memory to store
segments with endpoints among a set E of size N , such that stabbing queries can be performed
in O(logB N + T/B) I/Os worst-case and such that updates can be performed in O(logB N )
I/Os amortized.

3 General external-memory interval tree

In order to make our interval tree “dynamic” (that is, to remove the assumption that the
intervals have endpoints in a fixed set E) we will have to use a dynamic search tree as base
tree. There are many possible choices for such a tree: height-balanced, degree-balanced,
weight-balanced, and so on. The different choices of dynamic tree lead to different balancing
methods, but normally (and also in this case) when search trees are augmented with secondary
structures it turns out that a rebalancing operation requires work proportional to the number
of items in the subtree with the node being rebalanced as root. In internal memory a natural
choice of dynamic base tree is therefore the BB[α]-tree [96], because in this structure a node
with w items below it (with “weight” w) can only be involved in a rebalancing operation
for every Ω(w) updates that access (pass through) the node [30, 90]. This leads to an O(1)
amortized bound on performing a rebalancing operation. Unfortunately BB[α]-trees are not
suitable for implementation in external memory. The main problem is of course that BB[α]-
trees are binary and that there does not seem to be an easy way of grouping nodes together
in order to increase the fan-out while maintaining the other useful properties of BB[α]-trees.

B-trees on the contrary are very suitable for implementation in external memory, so they
are a natural choice as dynamic base structure. However, these trees do not have the property
that a node of weight w can only be involved in a rebalance operation for every Ω(w) updates
that access the node. Therefore we first develop an elegant variant of B-trees, which we call
weight-balanced B-trees, that possesses the needed property. A node in a normal B-tree can
have subtrees of widely varying weights. The ratio between the largest subtree weight and the
smallest one can be exponential in the height of the node. In our weight-balanced B-tree this
ratio is a small constant factor. Fortunately, as we shall see later, the rebalancing operations
on the weight-balanced B-tree (splits of nodes instead of rotations) allow us to spread the
rebalancing work over a number of updates in an easy way, and thus we can remove the
amortization from the update bounds.

3.1 Weight-balanced B-tree

In a normal B-tree [21, 51] all leaves have the same depth, and each internal node has at least a
and at most 2a− 1 children, where a is some constant. In weak B-trees or (a, b)-trees [73] a
wider range in the number of children is allowed. Here we define the weight-balanced B-tree
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by imposing constraints on the weight of subtrees rather than on the number of children. The
other B-tree characteristics remain the same: The leaves are all on the same level (level 0),
and rebalancing is done by splitting and fusing internal nodes.

Definition 1 The weight w(vl) of a leaf vl is defined as the number of elements in it. The
weight of an internal node v is defined as w(v) =

∑
v=parent (c)w(c).

Lemma 5 The weight w(v) of an internal node v is equal to the number of elements below v.

Proof : Easy by induction. 2

Definition 2 We say that T is a weight-balanced B-tree with branching parameter a and
leaf parameter k, where a > 4 and k > 0, if the following conditions hold:

• All leaves of T have the same depth and weight between k and 2k− 1.

• An internal node on level l has weight less than 2alk.

• An internal node on level l except for the root has weight greater than 1
2a

lk.

• The root has more than one child.

These definitions yield the following lemma:

Lemma 6 All nodes in a weight-balanced B-tree with parameters a and k except for the root
have between a/4 and 4a children. The root has between two and 4a children.

Proof : The leaves actually fulfill the weight constraint on the internal node, since k > 1
2a

0k
and 2k − 1 < 2a0k. The minimal number of children an internal node on level l can have is
1
2a

lk/2al−1k = a/4, and the maximal number of children is 2alk/1
2a
l−1k = 4a. For the root

the upper bound follows from the same argument and the lower bound is by definition. 2

The following observation about weight-balanced trees assures that they are balanced:

Lemma 7 The height of a weight-balanced B-tree with parameters a and k on N elements is
O(loga(N/k)).

Proof : Follows directly from Definition 2 and Lemma 6. 2

In order to do an update on the weight-balanced B-tree we search down the tree to find
the leaf in which to do the update. Then we do the actual update, and we may then need
to rebalance the tree in order to make it satisfy Definition 2. For simplicity we only consider
inserts in this section. In the next section, where we will use the weight-balanced B-tree as
base tree in our external interval tree, we discuss how deletes can be handled using the global
rebuilding technique [105]. After finding the leaf w to insert a new elements into, we do the
following: We insert the element in the sorted order of elements in w. If w now contains
2k elements we spilt it into two leaves w and w′, each containing k elements, and insert a
reference to w′ in parent(w). After the insertion of the new element the nodes on the path
from w to the root of T can be out of balance; that is, the node vl on level l can have weight
2alk. In order to rebalance the tree we therefore split all such nodes starting with the nodes
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on the lowest level and working toward the root. In the case of vl we want to split it into
two nodes v′l and v′′l of weight alk and insert a reference to the new node in parent(vl) (if
parent(vl) does not exists, that is, if we are splitting the root, we also create a new root with
two children). But a perfect split is not generally possible if we want to split between two
of vl’s children, such that v′l gets the first (leftmost) i children for some i and v′′l gets the
rest of the children. However, we can always find an i such that if we split at the ith child
the weights of both v′l and v′′l will be between alk − 2al−1k and alk + 2al−1k, since nodes on
level l have weight less than 2al−1k. As a > 4, the nodes v′l and v′′l now fulfill the constraints
of Definition 2; that is, their weights are between 1

2a
lk and 2alk. Note that if we strengthen

the assumption about a to be a > 8, we can even split the node at child i− 1 or i+ 1 instead
of at child i, and still fulfill the constraints after doing the split. We will use this property in
the next section.

Because of the definition of weight the split of a node v does not change the weight of
parent(v). This means that the structures are relatively simple to implement, as each node
only need to know on which level it is and the weight of each of its children. This information
can easily be maintained during an insertion of a new element. The previous discussion and
Lemma 7 combine to prove the following:

Lemma 8 The number of rebalancing operations (splits) after an insertion of a new element
in a weight-balanced B-tree T with parameters a and k is bounded by O(loga(|T |/k)).

The following lemma now states the fact that will become crucial in our application.

Lemma 9 After a split of a node vl on level l into two nodes v′l and v′′l , at least alk/2 inserts
have to pass through v′l (or v′′l ) to make it split again. After a new root r in a tree containing
N elements is created, at least 3N inserts have to be done before r splits again.

Proof : After a split of vl the weights of v′l and v′′l are less than alk+2al−1k < 3/2al, as a > 4.
Each node will split again when its weight reaches 2alk, which means that its weight (the
number of inserts passing through it) must increase by alk/2. When a root r is created on
level l it has weight 2al−1k = N . It will not split before it has weight 2alk > 2 · 4al−1k =
4N . 2

As mentioned in the introduction one example of how the weight-balanced B-tree can
be used as a simpler alternative to existing internal-memory data structures, is in adding
range restriction capabilities to dynamic data structures as described in [136]. We will not
go into details with the construction, but refer the interested reader to [136]. The essence
in the construction is to have a base search tree and then augment every internal node of
this tree with another dynamic data structure on the set of items in the leaves below the
node. The critical point in the construction is to choose a base tree structure such that one
does not have to do too much work on the reconstruction of the secondary structures during
rebalancing of the base tree. Using a BB[α]-tree as the base tree results in good amortized
update bounds as discussed, and in [136] it is shown how good worst-case bounds can be
obtained by a complicated redefinition of the BB[α]-tree and the operations on it. However,
using our weight-balanced B-tree with branching parameter a = 4 and leaf parameter k = 1
as base tree in the construction, it is easy to obtain good worst case bounds. The result
follows from the fact that rebalancing in our tree is done by splitting nodes and the fact
that Ω(w) updates have to pass through a node of weight w between updates which cause
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rebalancing operations involving the node (Lemma 9). The large number of updates between
splits of a node immediately implies the good amortized bound, and using the global rebuilding
technique [105], where the rebuilding of the secondary structures is done lazily over the
next O(w) updates that access the node, results in the worst-case bound. The problem in
using the global rebuilding technique directly on the BB[α]-tree is that rebalancing on this
structure is done by rotations, which means that we can not simply continue to query and
update the “old” secondary structure while we are lazily building new ones. The ideas and
techniques used in our construction is very similar to the ones presented in the succeeding
sections of this paper and are therefore omitted.

In order to obtain an external-memory search tree structure suitable for use in our “dy-
namic” interval tree we choose 4a =

√
B and 2k = B and obtain a structure with properties

as described in the following theorem.

Theorem 2 There exists a search tree data structure that uses O(N/B) blocks of external
memory to store N elements. A search or an insertion can be performed in O(logB N ) I/Os
in the worst case.

Each internal node v in the data structure, except for the root, has Θ(
√
B) children. If v is

at level l these children divide the Θ((
√
B)lB) elements below v into Θ(

√
B) sets. Rebalancing

is done by splitting nodes. When a node v is split, at least Θ((
√
B)lB) elements must have

been inserted below v since v was created or since the last time v was split. The number of
elements below the root is N . In order for a new root to be created, Θ(N ) elements have to
be inserted into the data structure.

Proof : Each internal node can be represented using O(1) blocks. As the number of internal
nodes is smaller than the number of leaves, the space bound follows from the fact that each
leaf contains Θ(B) elements. A split can be performed in O(1) I/Os: We simply load the
O(1) blocks storing the node into internal memory, compute where to split the node, and
write the O(1) blocks defining the two new nodes with updated information back to external
memory. Finally, we update the information in the parent in O(1) I/Os. This means that
the insertion and search I/O bound follow directly from Lemmas 7 and 8.

The second part of the theorem follows directly from Definition 2 and Lemma 5, 6,
and 9. 2

3.2 Using the weight-balanced B-tree to dynamize our data structure

As discussed earlier we now make our external interval tree “dynamic” by replacing the static
base tree in Section 2 with the newly developed weight-balanced B-tree. To insert a segment
we first insert the two new endpoints in the base tree and perform the necessary rebalancing,
and then we insert the segment as described in Section 2. If we can do the rebalancing in
O(logB N ) I/Os we end up with an insert operation with the same I/O bound. As rebalancing
is done by splitting nodes we need to consider how to split a node when it contains secondary
structures. As previously discussed the key property we will use is that a node of weight w
can only be involved in a rebalance operation for every Ω(w) update that accesses the node.
Our goal will therefore be to split a node in O(w) I/Os.

Figure 5 shows that when v is split into two new nodes, what really happens is that v’s
slabs split along a slab boundary b such that v′ gets slabs on one side of b and v′′ gets the
rest. Then b is inserted among parent(v)’s slab boundaries. Now consider Figure 6 to realize
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that when we split v we need to move a number of segments, which fall into two categories:
segments stored in v that contain b and (some of the) segments stored in parent(v) that
contain b. The first set of segments need to be removed from v’s secondary structures and
inserted in the appropriate secondary structures of parent(v). The second set of segments
need to be moved from some of parent(v) structures to some other new ones. We also need
to split v’s underflow structure (and the administration blocks) to complete the split. Note
that the number of segments that need to be moved is bounded by the weight of v, since they
all have one endpoint in Xv.

First consider the segments in v. To remove segments containing b from the right slab
lists of v, and collect them sorted according to right endpoint, we do the following for every
right slab list of v: We scan through the list (leaves of the B-tree) and output each segment
to one of two lists, one containing the segments that should stay in v and one containing
the segments that should move. Then we destroy the slab list (B-tree) and build a new one
from the segments that should stay in the list. After collecting the segments to be moved
from each of the right slab lists in this way, we can produce the total list of segments to
be moved sorted according to right endpoint, simply by appending the lists after each other
starting with the list from the leftmost slab boundary. In a similar way we scan through the
left slab lists to remove the same set of segments and produce a list of them sorted according
to left endpoint. Call the two list produced in this way Lr and Ll. The segments in Lr
and Ll need to be inserted in the slab lists of b in parent(v), but as also some segments from
parent(v) might need to be inserted in these two lists, we postpone the insertion until we have
moved all the relevant segments in parent(v). According to Lemma 1 we can scan through
all the K elements in a slab list (B-tree) in sorted order, and build a new slab list on K
sorted elements, in O(K/B) I/Os; hence, we can perform the above process in O(|Xv|/B)
I/Os. We also need to delete the segments in Ll and Lr from the relevant multislab lists and
the underflow structure. Note that if just one segment needs to be removed from a multislab
list all segments in the list need to be removed. Therefore we simply remove all multislab
lists that contain b, again using O(|Xv|/B) I/Os. Finally, we split the underflow structure
and at the same time we delete the segments containing b from the structure. This is done
by loading it into internal memory and for each of the two new nodes build a new structure
on the relevant segments. If the structure contains k segments we by Lemma 3 use O(k/B)
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I/Os to do this, so in total we use O(|Xv|/B) I/Os on the whole process.
Now consider Figure 6 again. The segments we need to consider in parent(v) all have one

of their endpoints in Xv. For simplicity we only consider segments with left endpoint in this
interval. Segments with right endpoint in the interval can be handled similarly. All segments
with left endpoint in Xv stored in parent(v) cross boundary bi+1. This means that we need
to consider each of these segments in one or two of

√
B + 1 lists, namely in the left slab list

of bi+1 and maybe in one of
√
B multislab lists. When we introduce the new boundary b,

some of the segments in bi+1’s left slab list need to be moved to the new left slab list for b.
Therefore we scan through the list and produce two new lists, one for bi+1 and one for the
new boundary b, just like when we processed a slab list in v. We merge the list for b with
Ll and build a B-tree on all the segments. As all segments touched in this process have an
endpoint in |Xv|, we use O(|Xv|/B) I/Os to perform it. Similarly some of the segments in
multislabs with bi+1 as left boundary need to be moved to new multislabs corresponding to
the new boundary. Note that some of them might be stored in the underflow structure and
that we do not need to move such segments. To move the relevant segments we scan through
each of the relevant multislab lists and split them in two as previously. The key property
is now that all segments stored in the

√
B lists in question have their left endpoint in Xv.

This means that the total size of the lists is O(|Xv|) and we can again complete the process
in O(|Xv|/B) I/Os. If any of the multislab lists contain less than B/2 segments after this
process, we destroy them and insert the segments in the underflow structure. This is again
done by rebuilding it totally using O(|Xv|/B) I/Os. Finally, to complete the split process we
update the administration blocks of both v and parent(v).

To summarize, we have shown how to split a node v in O(|Xv|/B) I/Os. If v is at
level l, |Xv| is Θ((

√
B)lB) according to Theorem 2, which means that we use O((

√
B)l) I/Os.

Also according to Theorem 2, O((
√
B)lB) is the number of inserts that must pass the node

between splits. Thus we only use O(1/B) I/Os amortized to split a node, which again, by
the discussion in the beginning of this section, leads to the following lemma:

Lemma 10 There exists a data structure that uses O(N/B) blocks of external memory to
store N segments, such that stabbing queries can be answered in O(logB N + T/B) I/Os and
such that a new segment can be inserted in O(logB N ) I/Os amortized.

Now as mentioned in Section 3.1 we can also handle deletions by using the global rebuilding
technique [105]. When we want to delete a segment s, we delete it from the secondary
structures as described in Section 2 without deleting the endpoints of s from the base tree.
Instead we just mark the two endpoints in the leaves of the base tree as deleted. This does
not increase the number of I/Os needed to do a later update or query operation, but it does
not decrease it either. We can afford being lazy with respect to deletes, since the query
and update I/O bounds remain of the same order even if we do not do any rebalancing in
connection with deletes for up to, say, N/2 delete operations (Note that such a lazy approach
does not work for inserts). When we have performed too many deletes and the number of
undeleted endpoints becomes less than N/2, we simply rebuild the whole structure. It is
easy to realize that we can rebuild the structure in O(N logBN ) I/Os, which leads to an
O(logB N ) amortized delete I/O bound: First we scan through the leaves of the old base tree
and construct a sorted list of the undeleted endpoints. This list can then be used to construct
the leaves of the new base tree, and the rest of the tree can easily be build on top of these
leaves. All of this can be done in O(N/B) I/Os. Finally, we in N/4 ·O(logB N ) I/Os insert
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the N/4 segments stored in the old structure in the new data structure. This completes our
description of the external-memory interval tree:

Theorem 3 There exists an external interval tree that uses O(N/B) blocks of external mem-
ory to store N segments, such that stabbing queries can be answered in O(logB N + T/B)
I/Os worst case and such that updates can be performed in O(logB N ) I/Os amortized.

4 Removing amortization

In this section we show how we can make the update bound of our structure worst-case
instead of amortized. First of all note that the amortization in Theorem 3 follows from
three amortized results: the amortized updates of the underflow structure (Lemma 3), the
amortization resulting from the splitting of nodes in the base tree, and the global rebuilding
(allowing deletions) used in the last section. The last use of amortization can be made
worst case using the standard global rebuilding technique. The general idea is the following
(see [105] for details): Instead of using O(N logB N ) I/Os all at once to rebuild the entire
structure when the number of endpoints falls below N/2, we distribute the rebuilding over the
next 1/3 ·N/2 updates, that is, we still use and update the original structure and in parallel
we build the new structure three times as fast (we perform something like 3 logB N work on
the new structure at each update, keeping the update cost at O(logB N )). When the new
structure is completed we still need to perform the 1/3 ·N/2 updates that occurred after we
started the rebuilding. But again this can be done in parallel during the next 1/3 · (1/3 ·N/2)
operations. This continues until we finally reach a state where both trees store the same set
of segments (with at least (1− (1/3+1/9+ · · ·))N/2 ≥ 1/2 ·N/2 endpoints). Then we dismiss
the old structure and use the new one instead. Because we finish the rebuilding before the
structure contains N/4 endpoints we are always busy constructing at most one new structure.

This leaves us with the amortization introduced via the underflow structure and the
splitting of nodes in the base tree. In Section 4.2 we repeat the definition of the “corner
structure” [79] which was used as underflow structure, and show how to do updates on this
structure in O(1) I/Os in the worst case; that is, we show how to remove the amortization
from Lemma 3. This allows us to remove the amortization from the “static” version of
our interval tree summarized in Theorem 1. Recall that the amortization, apart from the
amortization introduced in Lemma 3, in the update bounds of this theorem was introduced
because of the rebuilding of the underflow structure—if an insertion resulted in the underflow
structure containing B segments belonging to the same multislab list, or if a deletion resulted
in the number of segments in a multislab list falling below B/2. To remove this amortization
we do the rebuilding in a lazy way over the next B/4 updates that involve the multislab
list in question. If the size of a multislab list falls to B/2 we start moving the segments to
the underflow structure. When a new segment s is to be inserted in the list, we insert s in
the underflow structure and move two of the B/2 segments from the multislab list to the
underflow structure. On deletion of a segment s belonging to the multislab, we delete s (from
the list or the underflow structure) and move two segments again. This way we are done
moving the segments after at most B/4 updates, which means that when we are done there
is between 1

4B and 3
4B segments belonging to the multislab in question stored in the node.

As they are now all stored in the underflow structure we are back in a situation fulfilling the
definition of an external interval tree. During the moving process we maintain the optimal
space and query bound, even though there during the process may be a multislab list with
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very few segments in it (still occupying one block of memory). This is because there is Θ(B)
segments stored in the underflow structure that can “pay” for the memory-use and for the
I/O a query will use to report these few segments. Similarly, if the number of segments in
the underflow structure belonging to the same multislab reaches B, we create the multislab
list and move the B segments during the next B/4 updates involving the list. In Section 4.2
it will become clear how we can easily find and delete the relevant segments in the underflow
structure in this lazy way. The optimal space and query bounds follow as before.

Finally, we in Section 4.1 show how the splitting of a node can be done in O(1) I/Os in
the worst case instead of amortized, by showing how we can distribute the splitting, or rather
the movement of segments associated with a split, over the updates that pass through the
node before it splits again. Altogether this removes all the amortization and leads to our
main result.

Theorem 4 There exists an external interval tree that uses O(N/B) blocks of external mem-
ory to store N segments such that stabbing queries can be answered in O(logB N+T/B) I/Os
and such that updates can be performed in O(logB N ) I/Os. All bounds are worst case.

4.1 Splitting nodes lazily

In this section we how to split a node in the external interval tree in O(1) I/Os in the worst
case. Recall by referring to Figure 6 that we move two “types” of segments when v splits
along b: Segments stored in v that contain b are moved to parent(v), and some of the segments
stored in parent(v) that contain b are moved internally in parent(v). In Section 3 we used the
fact stated in Theorem 2 that if we split a node on level l it has O((

√
B)lB) endpoints below

it (or segments stored in its secondary structures), and the same number of updates has to
pass through it before it splits again. We showed that we could move the relevant segments
in O((

√
B)l) I/Os which lead to the O(1), or rather O(1/B), amortized splitting bound. In

this section we show how we can move the necessary segments in a lazy way, such that when
a node is split we use a constant number of I/Os on splitting the node during (some of) the
next O((

√
B)lB) updates (not O((

√
B)l) as in Section 3) that access the node. In this way

the update cost is kept at O(logB N ) I/Os in the worst case, and when a node splits we are
sure that we have finished the necessary movements triggered by the last split of the node.

Basically our algorithm works just like in the amortized case, except that we do the
movement lazily: When a node v needs to be split along a boundary b, we first insert b as a
partial slab boundary in parent(v) and let the new reference created in this way point to v,
that is, v plays the role of both v′ and v′′ on Figure 5. The boundary b remains partial in
parent(v) until we have finished the movement of segments. As we can only be working on
splitting a node along one boundary at a time, a partial slab boundary is always surrounded
by two real boundaries, or equivalently, at most every second boundary in a node can be
partial. As discussed in Section 3.1 this means that we can always split a node along a real
boundary without violating the constraints on the base weight-balanced B-tree. We only split
a node along a real boundary in order to keep different split processes from interfering with
each other (as we shall see later). After creating the partial boundary in parent(v) we then
like previously remove segments in v containing b by “splitting” each of the slab lists of v,
and create two sorted lists Ll and Lr with these segments. Below we show how to do this in a
lazy way using O(1) I/Os over the next O((

√
B)l) updates that access the node. We call this

the up phase. Basically, we use an idea similar to global rebuilding. We rebuild the relevant
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structures while we still query and update the “old” structures as normally. During this phase
queries are done on parent(v) simply by ignoring the partial slab boundary b. When we after
O((
√
B)l) updates finish the up phase, we in O(1) I/Os split v into v′ and v′′ by switching

to the new structures and splitting the administration blocks. Next we move the segments in
parent(v) that contain b in a lazy way over the next O((

√
B)l) updates that access this node,

again basically by rebuilding the relevant structures while we still update the old structures
as normally. We call this the rearrange phase and describe it in detail below. If a query access
the node during the rearrange-phase, we need to use as slightly modified query algorithm to
report all the relevant segments. Consider Figure 6 again and a query x between bi and bi+1
in parent(v). To correctly report the segments stored in parent(v) we first ignore the partial
slab boundary b and query the node as previously. Then we in order to correctly report
segments among the segments we have removed from v and inserted in the slab list of b (Ll
and Lr) query the relevant of the two slab lists, that is, if x for example falls between bi and
b we query the left slab list of b (Ll). As we maximally do one such extra query on each
level of the base tree—using O(1) extra I/Os—our query I/O bound remains the optimal
O(logB N + T/B). Finally, when we after the O((

√
B)l) updates finish the rearrange phase,

we in O(1) I/Os switch to the new structures and make b a normal slab boundary.
As explained above a node v that splits first trigger an up phase on itself and then a

rearrange phase on parent(v). During these phases we will assume that only one such phase
is working on a node at a time. This means that when we want to perform one of the phases
on a node, we might need to wait for another phase to finish. Actually a number of phases
may be waiting, and we may need to wait until all of them finish. Recall that our goal is to
split v lazily in O((

√
B)lB) I/Os, because we are then finished doing the split before the next

split can occur. The up and rearrange phases only require O((
√
B)l) updates accessing the

node, so we can afford to wait for quite some time. Consider a node v that we want to split.
If a rearrange-phase is not currently in progress on v we just start our up-phase. Otherwise,
if a rearrange phase is in progress other such phases might be waiting and we will wait until
all of them have finished. Now the number of waiting phases is bounded by the number of
partial slab boundaries in v, which again is bounded by

√
B. This means that we maximally

will have to wait for
√
B · O((

√
B)l) updates. We are willing to do so because this number

is O((
√
B)lB). While we are waiting, or while we are performing the up phase, new partial

slab boundaries may be inserted in v because of a split of one of v’s children, and new slab
lists for such boundaries may be inserted when an up phase finishes. The latter will cause
the need for a new rearrange phase which will be performed after we finish our (waiting)
up phase. Note that inserting the new slab lists for a partial boundary b in the middle of
another up or rearrange phase does not create any problems, because segments inserted this
way cannot be involved in any such phase (because they all have both endpoints between bi
and bi+1 and because we do not split along partial boundaries). Also note that as the number
of waiting processes is O(

√
B), information about them can be stored in one block. After

finishing the up phase on v we might again need to wait for other phases to finish before we
can do a rearrange phase on parent(v). But again we must wait for at most

√
B rearrange

phases which takes O((
√
B)l) updates each, and for one up phase which takes O((

√
B)l+1)

updates. This means that we can finish the split in the allowed O((
√
B)lB) updates.

Before finally describing the up and rearrange phases we make a last modification of our
structure. During updates we keep a shadow structure of every secondary structure, which
is a precise copy of the original structure. We update a given of these shadow structures
precisely as the original structure it is a copy of, and query the original structures as normally.
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The shadow structures do not change the update or query I/O bounds. Using the shadow
structures we can now do an up or rearrange phase in the following simple way using global
rebuilding: We start a phase on v by “freezing” the shadow structures of v, that is, we stop
doing updates on them and instead we just store the updates that arrive. Then we remove the
necessary segments from the shadow structures and rebuild it using O((

√
B)l) I/Os, just like

when we rebuild the original structures in Section 3 (except that we use the new algorithms
we will present in section 4.2 to manipulate the underflow structure). It is easy to realize
that we can spread the rebuilding over the next O((

√
B)l) update that access the node using

O(1) I/Os on each updates. There is one complication however, as some of the updates might
actually update the structures of v, which means that we also have to update the shadow
structure we are rebuilding. Therefore if an update arrives which needs to be performed on
the shadow structure, we instead of O(1) do O(logB N ) work on the rebuilding. This does
not change the update I/O bound as we are already using O(logB N ) I/Os to perform the
update on the original structures. Then we store the update and perform it lazily on the
rebuild structures (again using O(1) I/Os on each update that access the node) when we are
completely done with the rebuilding. After O((

√
B)l) I/Os we will be finished rebuilding our

shadow structures, and finished performing all the updates that arrived during the rebuilding.
We can also make a copy (a shadow) of the rebuild shadow structure in the same I/O bound.
This finishes the phase and then we in O(1) I/Os switch from the old to the new rebuild
structure (and its shadow) as described previously.

4.2 Removing amortization from the corner structure

In this section we will show how to make the update bound on the “corner structure” in
Lemma 3 [79] worst case. During this we will also remove the assumption about the internal
memory being capable of holding O(B) blocks.

c0

c1

c2

B points

�
�
�
�

����
c∗1

c∗j

a) b)

Figure 7: a) Vertical blocking. b) The set C∗ (the marked points). The dark lines represent
the boundaries of queries whose corners are points in C∗. One such query is shaded to
demonstrate how they look like.

Recall from the introduction that by regarding an interval [x, y] as the point (x, y) in
the plane, stabbing queries reduce to diagonal corner queries. This property is used in the
“corner structure” [79] which actually is a data structure that stores points in the plane above
the x = y line, such that diagonal corner queries can be answered efficiently. More precisely
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Figure 8: A) The sets Ωi, ∆−1
i and ∆+

i . c∗j is the last point that was added to C∗ and ci is
the point being considered for inclusion. B) Definition of aci .

the corner structure is defined as follows: Initially, the set S of k ≤ B2 points (segments) is
divided into k/B vertical oriented blocks as indicated in Figure 7a. Let C be the set of points
at which the right boundaries of the regions corresponding to these blocks intersect the y = x
line. Then a subset C∗ of these points is chosen and one or more blocks is used to explicitly
represent the answer to each query that happens to have a corner c ∈ C∗. This is illustrated
on Figure 7b. In order to decide which elements in C will become member of C∗, an iterative
process is used. The first element in C∗ is chosen to be at the intersection of the left boundary
of the rightmost block in the vertical oriented blocking. This point is called c∗1. To decide
which other elements of C should be elements of C∗, one proceed along the line x = y from
the upper right to the lower left, considering each element in C in turn. Let c∗j be the element
of C most recently added to C∗; initially this is c∗1. When considering ci ∈ C the sets Ωi, ∆−1

i ,
∆−2
i and ∆+

i are defined to be subsets of S as shown in Figure 8a. Let ∆−i = ∆−1
i ∪ ∆−2

i ,
and let S∗j = Ωi ∪∆−1

i be the answer to a query whose corner is c∗j . This was the last set of
points that was explicitly blocked. Let Si = Ωi ∪∆+

i be the answer to a query whose corner
is ci. ci is added to C∗ if and only if

|∆−i |+ |∆+
i | > |Si|.

After having constructed C∗ this way, the set of points S∗i answering a diagonal corner query
for each element c∗i ∈ C∗ is explicitly stored horizontally blocked.

It is shown in [79] that after having defined C and C∗ in the above way, and blocked the
points as discussed, the total number of blocks used to store all the sets S∗i is O(k/B). This is
then also a bound on the total number of blocks used by the structure. Then it is show how
a query can be answered in O(T/B+ 1) I/Os using the representation, arriving at Lemma 2.
We omit the details here and refer to [79]. Note however, that one key property is that the
size of C (and thus C∗) is less than B, which means that we can hold the set in one block.
This property makes it possible to find the point in C (and C∗) just above or below any query
point on the x = y line in O(1) I/Os.

As described in the introduction the assumption about the internal memory being capable
of holding O(B2) elements is in [79] used to make the structure dynamic with O(1) I/O
amortized update bounds (Lemma 3). This is done by maintaining a special update block
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Figure 9: Computation of C∗

and then rebuild the structure completely once B updates have been inserted in this block.
The rebuilding is done in O(k/B) = O(B) I/Os simply by loading the whole structure into
internal memory, rebuild it, and write it back to external memory again. We will now show
how to remove the assumption on the size of the internal memory and make the update bounds
worst case. We do so by designing an algorithm for rebuilding the structure in O(k/B) I/Os,
without loading more than O(1) blocks into internal memory at any time. It then turns out
that this algorithm can be done incrementally over O(k/B) updates, which means that we
can use a variant of the global rebuilding technique to remove the amortization: We start a
rebuilding of the structure once the number of updates in the update block reaches B/2 and
do O(1) I/Os on the rebuilding on each of the succeeding updates. We make sure that we do
the rebuilding fast enough finish the rebuilding after B/2 updates, which means that we will
be finished, an can switch structures, before we need to begin the next rebuilding.

In order to design our new (incremental) rebuilding algorithm we need to change the
representation of the corner structure slightly. In addition to storing the points vertical
blocked and storing the answers to a query for each element in C∗, we also store the point
in two lists sorted according to x and y coordinate, respectively. This does not change the
asymptotic space bound. Our rebuilding algorithm now consists of three main steps. First
we compute and construct the new vertical blocking, that is, the set C. We then compute
the set C∗, and finally we construct the blocking needed for each of the points in C∗.

In order to compute the new vertical blocking we simply merge the list of points sorted
according to x coordinate with the (half) block of updates. This is easily done in O(k/B) I/Os
using O(1) blocks of internal memory. Then we can easily compute C by scanning through
the resulting sorted list, sampling the first point in each block. The vertical blocking can be
constructed simply by making a copy of the list.

To compute C∗ we start by merging the list of points sorted according to y coordinate
with the points in the update block. Then we use the resulting list to compute for each pair of
consecutive points ci and ci+1 in the sorted sequence of points in C the number of points in S
with y coordinate between the y coordinates of ci and ci+1. For the points ci and ci+1 we call
this number aci as indicated in Figure 8b. We then compute C∗ as previously by proceeding
along the x = y line from the top, and for each point ci ∈ C decide if it should be a member
of C∗ by checking if the equation |∆−i |+ |∆+

i | > |Si| is fulfilled. As the number of points in C
is dk/Be we can do this computation in O(k/B) I/Os if we in O(1) I/Os can decide to include
a given point or not. We show how to do this by showing how we given |Ωi|, |∆+

i |, |∆−1
i |

and |∆−2
i | can compute |Ωi+1|, |∆+

i+1|, |∆−1
i+1| and |∆−2

i+1| in O(1) I/Os. Consider Figure 9
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and assume that we know |Ωi|, |∆+
i |, |∆−1

i | and |∆−2
i+1|, the points c∗j , ci and ci+1, and the

value of ai+1 (we can load c∗j , ci, ci+1 and ai+1 in O(1) I/Os, and the same is true for the
sizes of the sets if we stored them after the computation of them). We now compute the
sets Bt, Bm and Bb using one I/O, by loading the vertical block corresponding to ci and
distribute the points contained in this block in the three sets—using the y coordinate of ci
and c∗j . |Ωi+1|, |∆+

i+1|, |∆−1
i+1| and |∆−2

i+1| can now be computed without using further I/Os
by the formulas given on Figure 9. If is easy to realize that we with minor modifications can
use the same formulas if ci = c∗j , that is, if we just added ci to C∗.

Finally, we for each point c∗j ∈ C∗ need to horizontally block the set S∗j of points in the
answer to a query at c∗j . We again handle the points (this time the ones in S∗) from the top
one along the x = y line, and create the horizontal blockings using the list of points sorted
according to y coordinate. In order to produce the blocking of S∗j+1, assuming that we have
already produced the blocking of S∗j and that we know the position of the last point in S∗j (the
one with the smallest y coordinate) in the list of all the points sorted according to y coordinate,
we do the following (refer for example to Figure 7b): First we scan through the horizontal
blocking of S∗j and collect the points with x coordinate less than the x coordinate of c∗j .
These points (if any) will be the first points in the blocking of S∗j+1 and will automatically be
horizontally blocked. Next we continue the scan in the list of all points sorted according to y
coordinate from the position of the last point in S∗j (using the pointer), and collect the rest
of the points in C∗j+1. Because we process the involved points in y order we will end up with
the desired horizontal blocking. To produce S∗j+1 we use O(d|S∗j |/Be + d|S∗j+1|/Be) I/O’s,
which means that the total number of I/Os used is O(2

∑
j∈1..|S∗|d|S∗j /B|e). As previously

mentioned it is proved in [79] that this number is O(k/B).
This completes the description of the rebuilding algorithm. To realize that the algorithm

can be used in an incremental way, that is, that it can be performed in O(k/B) pieces of O(1)
I/Os each, just note that throughout the algorithm the current state of the algorithm can be
represented by a constant number of pointers and values. Thus we can perform one “step”
of the algorithm by loading the current state into internal memory using O(1) I/Os, perform
the step using O(1) I/Os again, and finally use O(1) I/Os to write the new state back to
external memory. The following lemma then follows from the discussion in the beginning of
this section.

Lemma 11 A set of k ≤ B2 segments can be represented using O(k/B) blocks of external
memory such that a stabbing query can be answered in O(T/B + 1) I/O operations and such
that updates can be performed in O(1) I/Os. The structure can be constructed in O(k/B)
I/Os. All bounds are worst case.

This ends our description of how we remove the amortization from our external interval
tree structure and proves Theorem 4.

5 External-memory segment tree

The ideas behind our external-memory interval tree can also be used to develop an external-
memory segment tree-like structure with optimal update and query I/O bounds and a better
space bound than all previous known such structures [28, 110]. In this section we sketch this
structure.
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In internal memory a segment tree consists of a binary base tree over the endpoints of
segments stored in the tree, and a given segment is stored in the secondary structure of up to
two nodes on each level of this tree. More precisely a segment is stored in all nodes v where
the segment contains the interval Xv associated with v, but not the interval associated with
parent(v). Like our external interval tree our external segment tree has a weight-balanced
B-tree (Theorem 2) as base tree, and the segments are stored in O(B) secondary structures
of each internal node. Like in the interval tree case an internal node in the base tree defines
Θ(
√
B) slabs, which again defines Θ(B) multislabs. By analogy with the internal segment

tree, a segment s is stored in the secondary structures of a node v of the external segment
tree if it spans one of the slabs associated with v, but not one of the slabs associated with
parent(v) (or equivalently, not the whole interval associated with v). Note the difference
from the external interval tree, where we only store s in the highest node where s contains
a slab boundary. As in the interval tree case we store s in a multislab list corresponding to
the largest multislab it spans, but we do not store the “ends” of s in a slab list as we did
previously. Instead the ends will (because of the way we defined where to store s) be stored
“recursively” further down the tree. As an example consider segment s on Figure 3. This
segment will be stored in v because it spans one of v’s slabs, but not the whole interval of v.
Like in the external interval tree case it will be stored in the multislab consisting of Xv2 and
Xv3, but the parts of the segment in Xv1 and Xv4 will not be stored in two slab lists, but will
be passed down to v1 and v4 and stored recursively further down the tree.

Like previously we store segments from multislab lists containing o(B) segments in an
underflow structure. Furthermore, unlike in the interval tree case, we do not keep the multislab
lists sorted, that is, we do not implement the lists using B-trees. Instead we, again in analogy
with the internal case, maintain pointers between different copies of the same segments. More
precisely a segment in node v has pointers to “itself” in the first nodes above and below v
containing the segment. In order to be able to rebuild an underflow structure containing k
segments in O(k/B) I/Os, we furthermore keep a separate list of all segments stored in the
underflow structure together with it. The segments in this list, and not the copy of the
segments in the actual underflow structure, are the ones containing the pointers to other
copies of the segments. This allows us to move all k segments in the underflow structure
during a rebuilding without having to update k pointers using O(k) I/Os. In this way the
I/O-use of a rebuilding is kept at O(k/B). In analogy with the internal segment tree it is
easy to realize that a segment will at most be stored in two multislab lists on each level of
the base tree, which means that we use O((N/B) logB N ) blocks to store N segments.

A query with x can be done in the optimal O(logB N + T/B) I/Os, simply by searching
down the tree for the leaf containing x, and in each node report the segments in the relevant
multislab lists and query the underflow structure.

To insert a new segment s in our external segment tree we first insert the endpoints of s
in the base tree, and then we do the actual insertion of s by searching down the base tree
for the two endpoints of s, inserting s in the relevant multislab lists. As our multislab lists
are unsorted, we can insert s in a multislab list in O(1) I/Os, just by appending it to the
list (insert it in the last block). It is also easy to maintain the pointers to the other copies
of s. We handle the cases involving the underflow structure like in the external interval tree,
except for the new list of all segments in the underflow structure mentioned earlier, which
is manipulated as was it a multislab list. The actual insertion of s can therefore be done
in O(logB N ) I/Os, but in order to obtain the same total (amortized) update I/O bound,
we need to consider how to split a node on level l in O((

√
B)lB) I/Os. To do so consider
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Figure 10: Splitting a segment tree node.

Figure 10. Segments which need to be moved when v splits are all stored in v (and perhaps
also in parent(v)) and contain the split boundary b. They fall into two categories: segments
that contain b1 or bl and segments that do not. The last set of segments only need to be
moved within v. They need to be “cut in two” at b, that is, a given one of them needs to
be deleted from one multislab list and inserted into two new ones. Removing a segment s
from a multislab list in O(1) I/Os is easily done by loading the block containing s and the
last block in the list, delete s, and insert the last segment from the last block in the place
formerly occupied by s. Also inserting s in the two new multislab lists and the update of
the relevant pointers can easily be done in O(1) I/Os. The first set of segments need to be
moved inside v, as well as be inserted in the secondary structures of parent(v). Consider e.g
segment s in Figure 10. s needs to be removed from the multislab list corresponding to bl
and the boundary just to the left of b, and be inserted in the multislab list corresponding to
boundary b and the one to the left of it. This is done as before in O(1) I/Os. The part of s
between boundary b and bl needs to be moved to parent(v), but in order to figure out which
multislab list to insert it in we need to check if s is already stored somewhere in parent(v)—as
it is in the example. If this is the case we need to “glue” the two pieces together to a bigger
piece. The check is easily performed just by following the pointer in the copy of s stored in v
to the copies of s in the node above v. Note that if that copy is in parent(v) we also get its
position. Then it is (if needed) easy to remove s from the relevant multislab list in parent(v)
and insert it in the new relevant one in O(1) I/Os. Altogether we as desired only spend O(1)
I/Os on each of the O((

√
B)lB) segments stored in v.

To delete a segment s we, as in the external interval tree case, use global rebuilding to
remove the endpoints from the base tree structure. We use the pointer between segments
to do the actual deletion of the segment from the relevant lists. In order to find the first
(top) occurrence of a segment we maintain a separate B-tree with all the segments stored
in the segment tree sorted according to right endpoint. In this tree a segment has a pointer
to itself in the topmost node in the segment tree that stores the segment. This allows us to
remove s by locating s in the B-tree, remove it, and then follow pointers to all the O(logB N )
occurrences of s in the external segment tree.

Finally, it is relatively easy to realize that we, as in the interval tree case, can do the
splitting of a node lazily over O((

√
B)lB) updates that pass the node, arriving at the following

theorem:
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Theorem 5 There exists an external-memory segment tree that uses O((N/B) logB N ) blocks
of external memory to store N segments such that stabbing queries can be answered in
O(logB N + T/B) I/Os and such that updates can be performed in O(logB N ) I/Os. All
bounds are worst case.

6 Conclusions and open problems

In this paper we have developed an I/O-optimal and disk space-optimal external memory
data structure for the dynamic interval management problem, thus settling an important
open problem in databases and I/O algorithms. Our data structure can be regarded as
an external-memory version of the interval tree. We have also used our ideas to get an
improved external version of the segment tree. Our data structures are the first external data
structures with worst-case (rather than merely amortized) optimal update I/O bounds for a
two- or higher-dimensional range searching problem. Our data structures work without need
for the internal memory to hold O(B2) items. We have developed what can be regarded as a
weight-balanced version of the well-known B-tree. This structure is of independent interest,
since it can be used to remove amortization from external as well as internal data structures.

Several challenging problems remain open in the area of external range searching, such
as, for example, how to develop optimal data structures for other variants of 2-dimensional
range searching, as well as for range searching problems in higher dimensions.
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Abstract

Ordered Binary-Decision Diagrams (OBDD) are the state-of-the-art data structure for
boolean function manipulation and there exist several software packages for OBDD ma-
nipulation. OBDDs have been successfully used to solve problems in e.g. digital-systems
design, verification and testing, in mathematical logic, concurrent system design and in
artificial intelligence. The OBDDs used in many of these applications quickly get larger
than the avaliable main memory and it becomes essential to consider the problem of min-
imizing the Input/Output (I/O) communication. In this paper we analyze why existing
OBDD manipulation algorithms perform poorly in an I/O environment and develop new
I/O-efficient algorithms.

1 Introduction

Many problems in digital-systems design, verification and testing, mathematical logic, concur-
rent system design and artificial intelligence can be expressed and solved in terms of boolean
functions [33]. The efficiency of such solutions depends on the data structures used to repre-
sent the boolean functions, and on the algorithms used to manipulate these data structures.
Ordered Binary-Decision Diagrams (OBDDs) [32, 33] are the state-of-the-art data structure
for boolean function manipulation and they have been successfully used to solve problems
from all of the above mentioned areas. There exist implementations of OBDD software pack-
ages for a number of sequential and parallel machines [17, 31, 101, 102]. Even though there
exist very different sized OBDD representations of the same boolean function, OBDDs in
real applications tend to be very large. In [17] for example, OBDDs of Gigabyte size are
∗An extended abstract version of this paper was presented at the Sixth International Symposium on Algo-
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manipulated in order to verify logic circuit designs, and researchers in this area would like to
be able to manipulate OBDDs orders of magnitude larger. In such cases the Input/Output
(I/O) communication becomes the bottleneck in the computation.

Until recently most research, both theoretical and practical, has concentrated on finding
small OBDD representations of boolean functions appearing in specific problems [31, 33,
88, 112], or on finding alternative succinct representations while maintaining the efficient
manipulation algorithms [64]. The limit on the size of the problem instances one has been able
to solve in practice has generally been determined by the ability to find representations that
fit in internal memory of the machine used to solve the problem. The underlying argument
for concentrating on the problem of limiting the size of the OBDDs then seems to have been
that as soon as they get to large—larger than the available main memory—generating a large
number of page faults, resulting in dramatically increasing running times, is inevitable. Very
recently however, researchers have instead begun to consider I/O issues arising when the
OBDDs get larger than the available internal memory, and experimental results show that
very large runtime speedups can be achieved with algorithms that try to minimize the access
to external memory as much as possible [17, 102]. These speedups can be achieved because
of the extremely large access time of external storage medias, such as disks, compared to
the access time of internal memory. In the coming years we will be able to solve bigger and
bigger problems due to the development of machines with larger and faster internal memory
and due to increasing CPU speed. This will however just increase the significance of the
I/O bottleneck since the development of disk technology lacks behind developments in CPU
technology. At present, technological advances are increasing CPU speed at an annual rate
of 40-60% while disk transfer rates are only increasing by 7-10% annually [113].

In this paper we analyze why existing OBDD manipulation algorithms perform poorly in
an I/O environment and develop new I/O-efficient algorithms.

1.1 I/O Model and Previous Results

We will be working in the parallel disk model [5, 133] which models the I/O system of many
existing workstations. The model has the following parameters:

N = # of elements in the problem instance;
M = # of elements that can fit into main memory;
B = # of elements per disk block;
D = # of parallel disks,

where M < N and 1 ≤ DB ≤ M/2. Depending on the size of the data elements, typical
values for workstations and file servers in production today are on the order of M = 106 or
107 and B = 103. Values of D range up to 102 in current disk arrays.

An I/O operation (or I/O) in the model is the process of simultaneously reading or writing
D blocks of data, one block of B contiguous elements to or from each of the D disks. The I/O-
complexity of an algorithm is simply the number of I/Os it performs. Internal computation
is free, and we always assume that the N elements initially are stored in the first N/DB
blocks of each disk. Thus reading all the input data requires N/DB I/Os. We will use the
term scanning to describe the fundamental primitive of reading (or writing) all items in a
set stored contiguously in external memory by reading (or writing) the blocks of the set in a
sequential manner.
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Early work on external-memory algorithms concentrated on sorting and permutation re-
lated problems [5, 47, 99, 100, 131, 133]. More recently researchers have designed external-
memory algorithms for a number of problems in different areas. Most notably I/O-efficient
algorithms have been developed for a large number of computational geometry [15, 67] and
graph problems [42]. Other related papers are [122] and [58] that address the problem of
computing the transitive closure of a graph under some restrictions on the size of the graph,
and propose a framework for studying memory management problems for maintaining con-
nectivity information and paths on graphs, respectively. Also worth noticing in this context
is [97] that addresses the problem of storing graphs in a paging environment, but not the
problem of performing computation on them, and [11] where a number of external (batched)
dynamic data structures are developed. Finally, it is demonstrated in [41, 129] that the re-
sults obtained in the mentioned papers are not only of theoretical but also of great practical
interest.

While N/DB is the number of I/Os needed to read all the input,1 Aggarwal and Vitter [5]
proved that Θ( N

DB logM/B
N
B ) = Θ(sort(N ))2 is the number of I/Os needed to sortN elements.

Furthermore, they proved that the number of I/Os needed to rearrange N elements according
to a given permutation is Θ(min{N/D, sort(N )}) = Θ(perm(N )).2 They also developed
algorithms with I/O bounds matching these lower bounds in the D = 1 model. Later the
results have been extended to the general model [99, 98, 131, 133]. In [42] it was shown that
the permutation lower bound also applies to a large number of fundamental graph problems.

Taking a closer look at the fundamental bounds for typical values of B and M reveals that
because of the large base of the logarithm, logM/B

N
B is less than 3 or 4 for all realistic values

of N,M and B. This means that the sorting bound in all realistic cases will be smaller than
N/D, such that perm(N ) = sort(N ). In practice the term in the bounds that really makes
the difference is the DB-term in the denominator of the sorting bound. As typical values of
DB are measured in thousands, going from a Ω(N ) bound—as we shall see is the worst-case
I/O performance of many internal-memory algorithms—to the sorting bound, can be really
significant in practice.

1.2 OBDDs and Previous Results

An OBDD is a branching program with some extra constraints. A branching program is a
directed acyclic graph with one root, whose leaves (sinks) are labeled with boolean constants.
The non leaves are labeled with boolean variables and have two outgoing edges labeled 0 and
1, respectively. If a vertex is labeled with the variable xi we say that it has index i. If f is
the Boolean function represented by the branching program, an evaluation of f(a1, . . . , an)
starts at the root and follows for a vertex labeled xi the outgoing edge with label ai. The
label of the sink reached in this way equals f(a1, . . . , an). An OBDD is a branching program
for which an ordering of the variables in the vertices is fixed. For simplicity we assume that
this ordering is the natural one, x1, . . . , xn, that is, if a vertex with label xj is a successor of
a vertex with label xi, the condition j > i has to be fulfilled. Figure 1 shows two examples
of OBDDs. Note that an OBDD representing a boolean function of n variables can be of
size 2n, and that different variable orderings lead to representations of different size. There
exist several algorithms (using heuristics) for choosing a variable ordering that minimizes the
OBDD representation of a given function [88, 112].

1We refer to N/DB as the linear number of I/Os.
2For simplicity we write sort(N) and perm(N), suppressing M,B and D.
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Figure 1: OBDD representations of the functions x1∧x2∨x3 and x1∧x4∨x2∧x5∨x3∧x6. The
left children are 0-successors and the right 1-successors. All edges are directed downwards.

In [32] Bryant proved that for a given variable ordering and a given boolean function
there is (up to isomorphism) exactly one OBDD—called the reduced OBDD—of minimal
size. Bryant also proved that iterated use of the following two reduction rules on an OBDD
with at most one 0-sink and one 1-sink yields the reduced OBDD: 1) If the two outgoing
edges of vertex v lead to the same vertex w, then eliminate vertex v by letting all edges
leading to v lead directly to w. 2) If two vertices v and w labeled with the same variable have
the same 1-successor and the same 0-successor, then merge v and w into one vertex. The
OBDDs in Figure 1 are both reduced. Bryant [32] gave an algorithm for reducing an OBDD
G with |G| vertices in O(|G| log |G|) time. Later algorithms running in O(|G|) time have been
developed [33, 118].

The most fundamental operations on OBDDs are the following:

• Given an OBDD representing f , compute if f can be satisfied.

• Given two OBDDs representing f1 and f2, compute if f1 = f2.

• Compute from OBDDs representing f1 and f2 an OBDD for f = f1 ⊗ f2, where ⊗ is
some boolean operator.

The first two operations can easily be performed on reduced OBDDs. From a compu-
tational point of view the fundamental operations are therefore the reduce operation and
the apply operation, as we shall call the operation which computes the reduced OBDD for
the function obtained by combining two other functions by a binary operator. In [32] an
O(|G1| · |G2|) time algorithm for using the apply operation on two OBDDs of size |G1| and
|G2| is developed. This algorithm relies on a depth first traversal algorithm. In [101] a breadth
first traversal algorithm with the same time bound is given.

Even though the I/O system (the size of the internal memory) seems to be the pri-
mary limitation on the size of the OBDD problems one is able to solve practically to-
day [17, 31, 32, 33, 102], it was only very recently that OBDD manipulation algorithms
especially designed to minimize I/O were developed. In [102] Ochi, Yasuoka and Yajima
realized that the traditional depth first and breadth first apply algorithms do not perform
well when the OBDDs are too large to fit in internal memory, and they developed alternative
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algorithms working in a levelwise manner.3 These algorithms were obtained by adding extra
vertices to the representation (changing the OBDD definition) such that the index of suc-
cessive vertices on any path in an OBDD differs by exactly one. This makes the previously
developed breadth first algorithm [101] work in a levelwise manner. Implementing the algo-
rithms they obtained runtime speedups of several hundreds compared to an implementation
using depth first algorithms. Very recently Ashar and Cheong [17] showed how to develop
levelwise algorithms without introducing extra vertices, and conducted experiments which
showed that on large OBDDs their algorithms outperform all other known algorithms. As
the general idea (levelwise algorithms) are the same in [101] and [17], we will only consider
the latter paper here. Finally, it should be mentioned that Klarlund and Rauhe in [80] report
significant runtime improvements when working on OBDDs fitting in internal memory and
using algorithms taking advantage of the blocked transport of data between cache and main
memory.

In the algorithms in [17] no explicit I/O control is used. Instead the algorithms use a
virtual memory space and the I/O operations are done implicitly by the operation system.
However, explicit memory management is done in the sense that memory is allocated in
chunks/blocks that match the size of an I/O block, and a specific index is associated with
each such block. Only vertices with this index are then stored in such a block. This effectively
means that the OBDDs are stored in what we will call a level blocked manner. The general
idea in the manipulation algorithms is then to try to access these level blocked OBDDs in
such a way that the vertices are accessed in a pattern that is as levelwise as possible. On the
other hand we in this paper assume that we can explicitly manage the I/O. This could seem
to be difficult in practice and time consuming in terms of internal computation. However, as
Vengroff and Vitter show in [129]—using the transparent parallel I/O environment (TPIE)
developed by Vengroff [126]—the overhead required to manage I/O can be made very small.

1.3 Our Results

In this paper we analyze why the “traditional” OBDD manipulation algorithms perform
poorly when the OBDDs get large, by considering their I/O performance in the parallel disk
model. Furthermore we develop new I/O-efficient algorithms.

First we show that all existing reduce algorithms—including the algorithms developed
with I/O in mind [17]—in the worst case use Ω(|G|) I/Os to reduce an OBDD of size |G|. We
show that this is even the case if we assume that the OBDD is blocked in external memory
in some for the algorithm “natural” or favorable way by the start of the algorithm—depth
first, breadth first or level blocked.4 Then we show that for a special class of algorithms,
which includes all existing algorithms, Ω(perm(|G|)) is a lower bound on the number of I/Os
needed to reduce an OBDD of size |G|. We show that this is even the case if we assume one
of the blockings mentioned above, and even if we assume another intuitively good blocking.
Previous I/O lower bounds on graph problems all assume general blockings. Finally, we
develop an O(sort(|G|) I/O reduce algorithm. Thus our algorithm is asymptotically optimal
in all realistic I/O-systems, among algorithms from the special class we consider.

3When we refer to depth first, breadth first and levelwise algorithms we refer to the way the apply algorithm
traverse the OBDDs. By levelwise algorithm we mean an algorithm which processes vertices with the same
index together. All known reduce algorithms work in a levelwise manner.

4When we refer to a blocking as e.g. a depth first blocking, we refer to a blocking where the vertices are
assigned to blocks in the way they are met in a depth first traversal.
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We then go on and analyze the existing apply algorithms in the parallel disk model. Again
we show that in the worst case all existing algorithms use Ω(|G1| · |G2|) I/Os, and that this
also holds for natural blockings of the involved OBDDs. We also develop an O(sort(|R|)) I/O
apply algorithm. Here |R| denotes the size of the resulting un-reduced OBDD. Our algorithm
is thus asymptotically optimal in all realistic I/O-systems assuming that we have to do a
reduction step after the use of the apply algorithm.

We believe that the developed algorithms could be of enormous practical value, as the
constants in the asymptotic I/O bounds are all small. As mentioned in [17] large runtime
improvements open up the possibility of creating OBDDs for verifying very large portions of
chips, something considered impossible until now.

The rest of the paper is organized with a section for each of the OBDD manipulation
algorithms. For simplicity we only consider the one disk model in these two sections. In
Section 4 we then discuss extension of our results to the general D-disk model. We end the
paper with a concluding section.

2 The Reduce Operation

Our discussion of the reduce operation is divided into three main parts. In Subsection 2.1 we
present the existing reduce algorithms in order to be able to analyze their I/O-behavior in
Subsection 2.2. For natural reason these two subsection will be rather discussing, and not very
mathematically strict as Subsection 2.3 where we prove a lower bound on the number of I/Os
needed to reduce a given OBDD. Finally, we in Subsection 2.4 present our new I/O-efficient
reduce algorithm.

In our discussions of reduce algorithms—and in the rest of this paper—we assume that
an OBDD is stored as a number of vertices and that the edges are stored implicitly in these.
We also assume that each vertex knows the indices (levels) of its two children. The same
assumptions are made in the existing algorithms. This means that the fundamental unit is
a vertex (e.g., an integer—we call it the id of the vertex) with an index, and an id and an
index (and maybe a pointer) for each of the two children. The vertices also contain a few
other fields used by the apply and reduce algorithms.

2.1 Reduce Algorithms

All reduce algorithms reported in the literature basically works in the same way. In order
to analyze their I/O behavior, we in this section sketch the basic algorithm and the different
variations of it.

The basic reduce algorithm closely follows an algorithm for testing whether two trees are
isomorphic [6]. The algorithm processes the vertices levelwise from the sinks up to the root,
and tries to use the two reduction rules discussed previously on each vertex. When the root
is reached the reduced OBDD has been obtained, as the reduction rules cannot be used on
any of the vertices in the OBDD. More precisely the algorithm assigns an integer label to
each vertex in the OBDD such that a unique label is assigned to each unique sub-OBDD:
First, two distinct labels are assigned to the sink vertices—one to the 1-sinks and one to the
0-sinks—and then the vertices are labeled level by level (index by index). Assuming that all
vertices with index greater than i have been processed, a vertex v with index i is assigned a
label equal to that of some other vertex that has already been relabeled, if and only if one of
two conditions is satisfied (one of the two reduction rules can be used). First, if the labels of
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v’s children are equal the vertex is redundant and it is assigned a label equal to that of the
children (R1). Secondly, if there exists some already processed vertex w with index i whose
left and right children have the same labels as the left and right children of v, respectively,
then the sub-OBDDs rooted in v and w is isomorphic, and v is assigned the same label as w
(R2). When all vertices have been relabeled the OBDD consisting of precisely one vertex for
each unique label is the reduced OBDD corresponding to the original one.

The reduction algorithm comes in three variants (disregarding I/O issues for now), and
the main difference between them is the way they decide if reduction rule R2 can be used on a
given vertex. When processing vertices with index i Bryant’s original algorithm [32] sorts the
vertices according to the labels of their children such that vertices which should have assigned
the same label end up next to each other in the sorted sequence. The time complexity of the
algorithm is dominated by the time used to sort the vertices, such that the algorithm runs in
time O(|G| log |G|). Later, Bryant [33] gave an algorithm which instead of sorting the vertices
maintain a (hash) table with an entry for each unique vertex seen so far. When processing a
vertex a lookup is made in the table to see if an isomorphic vertex has already been labeled.
If not the vertex is given a new unique label and inserted in the table. The implementations
reported in [17, 31, 101, 102] all use this general idea. From a theoretical point of view the
table uses a lot of space, namely O(n · |G|2), but using “lazy initialization” [6] the running
time of the algorithm can be kept at O(|G|), as that is the number of entries in the table
which is actually used. Finally, the algorithm by Sieling and Wegener [118] also sorts the
vertices with a given index according to the labels of the children, but uses the bounded size
of the label domain to do so with two phases of the well-known bucket sort algorithm. First,
the vertices are partitioned according to the label of the 0-successor, and in a second bucket
sort phase the non-empty buckets are partitioned according to the 1-successor. Vertices that
end up in the same bucket is then assigned the same label. The algorithm runs in O(|G|)
time.

2.2 The I/O behavior of Reduce Algorithms

The basic reduce algorithm by Bryant [32] starts by doing a depth first traversal of the OBDD
in order to collect the vertices in lists according to their indices (levels). If one does not assume
anything about the way the vertices are blocked—which probably is most realistic, at least if
one works in a virtual memory environment and uses pointers to implement the OBDDs—an
adversary can force the algorithm to use Ω(|G|) I/Os just to do this traversal: If we call the
vertex visited as number i in a depth first traversal for vi, the adversary simply groups vertex
v1, vM+1, v2M+1, . . . , v(B−1)M+1 together into the first block, v2, vM+2, v2M+2, . . . , v(B−1)M+2
into the second block, and so on. This results in a page fault every time a new vertex is
visited. Even if one assumes that the OBDD is blocked in a breadth first manner, or even
in a level manner, it is fairly easy to realize that the depth first traversal algorithm causes
Ω(|G|) page faults in the worst case.

So let us assume that the OBDD is blocked in a depth first manner, such that the traversal
can be performed in O(|G|/B) I/Os. At first it seems that the algorithm still uses Ω(|G|)
I/Os, as it during the traversal outputs the vertices to n different lists (one for each index),
and as an adversary can force it never to output two consecutive vertices in the depth first
order to the same list. However, in practice this would not be to bad, as we typically have that
n� |G| and that n actually is smaller than M/B, which means that we can reserve a block
in internal memory for each of the n lists and only do an output when one of these blocks
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Figure 2: I/O behavior of reduce algorithms (B = 2).

runs full. Then we only use O(|G|/B) I/Os to produce the lists. In general an algorithm
which scans through the OBDD and distribute the vertices to one of n lists will perform well
in practice. As we will discuss below this is precisely the idea used in the algorithm by Ashar
and Cheong [17].

So let us then assume that we have produced the index lists (and thus a level blocking of
the OBDD) in a acceptable number of I/Os, and analyze how the different variations of the
basic algorithm then perform. Recall that all the variations basically sort the vertices with a
given index according to the labels of their children. This means that when processing vertices
with a given index the children have to be “visited” in order to obtain their labels. Assuming
noting about the order in which this is done, it is not difficult to realize that an algorithm can
be forced to do an I/O every time it visits a child. Actually, this holds whatever blocking one
has—depth first, breadth first or level blocking—mainly because the vertices can have large
fan-in. As an example of this, consider the part of an OBDD in Figure 2. We assume that
the OBDD is level blocked and that B = 2 and M/B = 3, that is, that the main memory
can hold 3 blocks. Now consider the process of visiting the children of each vertex in block 1
through 3, assuming that a least recently used (LRU) like paging strategy is used. First we
load block 1 and start to visit the children of the leftmost vertex. To do so we load block 4
and then block 5. Then we continue to visit the children of the second vertex in block 1. To
do so we have to make room for block 7, so we flush block 4 from internal memory. Then we
can load block 7 and continue to load block 6, flushing block 5. This process continues, and
it is easy to realize that we do an I/O every time we visit a vertex. Similar examples can be
given for depth first and breadth first blockings.

The above problem is also realized in [17], and in order to avoid some of the randomness
in the memory access the algorithm presented there visits the children in level order. This
is accomplished by scanning through the vertices, distributing each of them to two of n lists
according to the index (level) of their children. As discussed above this can be done I/O-
efficient in practice. Then these lists are processed one at a time and the desired labels are
obtained. The algorithm follows the general philosophy mentioned earlier that as the vertices
are stored levelwise they should also be accessed levelwise. But still it is not hard to realize
that also this algorithm could be forced to do an I/O every time a child is accessed, because
there is no correlation between the order in which the children on a given level are visited
and the blocks they are stored in. For example using the strategy on the OBDD in Figure 2
still results in a page fault every time a child is visited. To summarize, all variations of the
basic algorithm use Ω(|G|) I/O in the worst case to obtain the labels of the children—even
the algorithm designed with I/O in mind. Furthermore, there seems to be no simple blocking
strategy that avoids this.
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Finally, there is the actual sorting step. It is difficult to say how many I/Os the basic
algorithm uses on this task, as a number of different sorting algorithms could be used and
as some of them might actually perform reasonably in an I/O environment. It is however
easy to realize that the (hash) table approaches [17, 33] perform poorly on large OBDDs, as
there is no regular pattern in the access to the table. Also the bucket approach used in [118]
performs poorly because of the random pattern in which the (large number of) buckets are
accessed.

To summarize, all known algorithms use Ω(|G|) I/Os in the worst case to reduce an
OBDD of size |G|. As mentioned, this number could be very large compared to the linear or
the sorting I/O bounds. There are several reasons why the algorithm in [17] still performs
so relatively well in practice. We believe that the main reason is that the OBDDs used in
the experiments in [17], even though they are large, still are small enough to allow one level
of the OBDD to fit in internal memory. This, together with the intuitively correct levelwise
blocking and access to the table, results in the large runtime speedups compared to other
algorithms. A main reason is also to be found in the apply algorithm which we discuss in
Section 3.

2.3 I/O Lower Bound on the Reduce Operation

After analyzing the I/O performance of existing reduce algorithms, we will now prove a lower
bound on the number of I/Os we have to use in order to reduce an OBDD. As mentioned in
the introduction, Aggarwal and Vitter [5] proved a lower bound on the number of I/Os needed
to permute N elements. They used a counting argument where they counted the number of
permutations one can produce with a given number of I/Os and compared this to N ! We will
use the same kind of technique to prove a lower bound on the reduce operation. However,
while the current permutation is well defined throughout an algorithm for the permutation
problem, this is generally not the case in graph computations like the reduce operation. In
the permutation case one can regard the main and external memory as one big memory, and
it is then easy to define the current permutation as the N elements are all present somewhere
in this memory throughout the algorithm. On the contrary elements (vertices) may disappear
and new ones may be created during a reduce operation. In the extreme case all the vertices
of an input OBDD are removed by a reduce operation and replaced by one (sink) vertex.
In order to prove permutation-like bounds on graph problems, that is, bounds expressing
the fact that in the I/O-model it is in general hard to rearrange elements according to a
given permutation, we thus restrict our attention to a specific class of reduce algorithms.
Intuitively, the class consists of all algorithms that work by assigning labels to vertices, and
check if the reduction rules can be used on a vertex by checking the labels of its children. The
assumption is that the children of a vertex are loaded into internal memory (if they are not
there already) when their new label is checked. All known reduction algorithms belong to this
class and the one we develop in Section 2.4 does as well. In order to define the class precisely,
we in Section 2.3.1 define a pebble game played on a graph. We also discuss its relation to
I/O-complexity. Then we in Section 2.3.2 consider a specific graph and prove a lower bound
for playing the game on this graph. This result is then used to prove an I/O lower bound on
the reduce operation. We prove the lower bound for a number of specific blockings.

131



2.3.1 The (M,B)-Blocked Red-Blue Pebble Game

In [72] Hung and Kung defined a red-blue pebble game played on directed acyclic graphs in
order to define I/O-complexity. In their game there were no notion of blocks. Here we define
a game which is also played on directed graphs with red and blue pebbles, but otherwise is
rather different form the Hung and Kung game. Among other things our game takes blocks
into account.

An mentioned our (M,B)-blocked red-blue pebble game is played on a graph. During the
game the vertices of the graph hold a number of pebbles colored red or blue. The blue pebbles
contain an integer each, called the block index. Also the edges of the graph will be colored
blue or red. A configuration is a pebbled graph with colored edges. In the start configuration
all vertices contain precisely one blue pebble and all edges are blue. Furthermore, precisely
B pebbles have the block index 1, precisely B have block index 2, and so on up to V/B (we
assume without loss of generality that B divides the number of vertices V ). Throughout the
game at most M −B pebbles may be red. A terminal configuration is one where all pebbles
are blue and all edges red. The rules of the game are the following:

Rule 1: (Input) Blue pebbles with the same block index may be colored red.

Rule 2: (Output) Up to B red pebbles may be colored blue and given the same block index,
while all other pebbles with that block index are removed from the game.

Rule 3: New red pebbles may be placed on any vertex with a red pebble.

Rule 4: The edge (vi, vj) may be colored red if both vertices vi and vj contain at least one
red pebble.

A transition in the game is an ordered pair of configurations, where the second one follows
from the first one by using one of the above rules. A calculation is a sequence of transitions of
which the first configuration is the start configuration. A calculation is complete if it ends with
the terminal configuration. We define the pebble I/O-complexity of a complete calculation to
be the number of transitions in the calculation defined by the use of rule one or two.

Playing the pebble game on a graph models an I/O algorithm with the graph as input,
and pebble I/O-complexity corresponds to I/O-complexity as defined in the introduction.
Blue pebbles reflect vertices stored on disk and red pebbles vertices stored in main memory.
In the start configuration the graph is stored in the first V/B blocks on disk. Rule one and
two then correspond to an input and output respectively, while rule three allows copying
of vertices in internal memory (and thus storing of the same vertex in different blocks on
disk). Finally, rule four—together with the definition of terminating configuration—defines
the class of algorithms we want to consider, namely algorithms where for every edge (vi, vj)
in the graph, the algorithm at some point in the computation holds both vertices vi and vj
in main memory at the same time.

Note that in the pebble game the external memory is divided into what is normally called
tracks , as we read and write blocks of elements to or from a block of external memory with
a unique block index. However, lower bounds proved in the pebble model also hold in the
model discussed in the introduction, as an I/O reading or writing a portion of two tracks can
be simulated with a constant number of I/Os respecting track boundaries.
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2.3.2 Pebble I/O Lower Bound on the Reduce Operation

In [42] the following generalization of the permutation lower bound from [5] is proved:

Lemma 1 Let A be an algorithm capable of performing (N !)αN c different permutations on an
input of size N , where 0 < α ≤ 1 and c are constant. Then at least one of these permutations
requires Θ(perm(N )) I/Os.

Using this lemma an Ω(perm(N )) lower bound can be shown on the number of I/Os
needed to solve the proximate neighbors problem [42]. The proximate neighbors problem is
defined as follows: Initially, we have N elements in external memory, each with a key that is
a positive integer k ≤ N/2. Exactly two elements have each possible value of k. The problem
is to permute the elements such that, for every k, both elements with k are in the same
block. In [42] the proximate neighbors problem is used to prove lower bounds on a number
of important graph problems. We define a variant of the proximate neighbors problem called
the split proximate neighbors problem (SPN). This problem is defined similar to the proximate
neighbors problem, except that we require that the keys of the first N/2 elements in external
memory (and consequently also the last N/2 elements) are distinct. Furthermore, we require
that the keys of the first N/2 elements are sorted. Following the proof of the lower bound on
the proximate neighbors problem we can prove the following:

Lemma 2 Solving SPN requires Ω(perm(N )) I/Os in the worst case, that is, there exists an
instance of SPN requiring Ω(perm(N )) I/Os.

Proof : There are (N/2)! distinct split proximate neighbors problems. We define a block
permutation to be an assignment of elements to blocks. For each of the distinct problems
an algorithm will do some permutation in order to reach a block permutation that solves
it. We want to estimate how many distinct problems one block permutation can be solution
to. Consider the first block of a given block permutation. This block contains B/2 elements
from the first part of the split proximate neighbors problem and B/2 elements from the last
part. The elements have precisely B/2 different keys k1, k2, . . . , kB/2. Now let i1, i2, . . . , iB/2
be the indices of the elements from the last half of the problem, that is, the positions of the
elements in the input configuration. The block permutation in hand can only be a solution to
problems in which the keys k1, k2, . . . , kB/2 are distributed among the elements with indices
i1, i2, . . . , iB/2 in the start configuration. This can be done in (B/2)! different ways. This holds
for all the N/B blocks in the block permutation, and therefore ((B/2)!)N/B is an upper bound
on the number of distinct problems one block permutation can be a solution to. Thus we have
that (N/2)!

((B/2)!)N/B is a lower bound on the number of block permutations an algorithm solving

SPN must be able to perform. As (N/2)!
((B/2)!)N/B = Ω

(
(N !)1/3

((B/2)!)N/B

)
, and as we can rearrange the

elements within each block of a block permutation in an additional N/B I/Os, the algorithm
could produce (N !)1/3 permutations. The bound then follows from Lemma 1. 2

Using SPN we can now prove a lower bound on the number of pebble I/Os needed to
complete a specific pebble game. Lemma 2 tells us that there exists at least one SPN instance
X of size N which requires Ω(perm(N )) I/Os. We can now obtain an algorithm for X from
a pebble game by imagining that the elements in X are written on some of the pebbles in
a specific graph. Figure 3 shows how we imagine this encoding. The marked vertices are
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Figure 3: Graph used to obtain SPN algorithm from pebble game (B = 8).

the ones containing elements from X , and the vertices to the left of the vertical dotted line
contain the first half of the elements. Vertices containing elements with the same key are
connected with an edge. In the start configuration the pebbles in the dotted boxes (blocks)
have the same block identifier.5 We can now prove the following:

Lemma 3 Completing the pebble game on the graph in Figure 3 takes at least Ω(perm(N ))
pebble I/Os.

Proof : Any sequence of transitions S that completes the game can be used to construct an
I/O algorithm for the hard SPN instance X (or rather a sequence of I/Os that solve X).
The I/O algorithm first scans through X to produce a configuration where the first block
contains the first B/2 input elements, the next the next B/2 elements and so on. This is
done in O(N/B) I/Os. Then it simulates the pebble I/Os in S, that is, every time a rule one
transition is done in S involving vertices used in the encoding of X , the algorithm performs
a similar input, and every time a rule two transition involving vertices used in the encoding
is done it performs a similar output. Now every time an edge between vertices used in the
encoding is colored red in the game (using a rule four transition), two elements with the same
key in X are in main memory. When this happens the I/O algorithm puts the two elements
in a special block in main memory. We have such a spare block because the pebble game
was designed only to use M − B internal memory. The block is written back to disk by the
algorithm when it runs full. Thus when the pebble game is complete the I/O algorithm will
have produced a set of blocks on disk solving the SPN problem on instance X . However there
is one complication, as the pebble game allows copying of elements. We did not allow copying
of elements in the SPN lower bound proof, so the solution to X should consist of the original
elements on not of copies. But given the sequence of I/Os solving X produced above, we
can easily produce another sequence solving X which do not copy elements at all, simply by
removing all elements except for those constituting the final solution. As the number of I/Os
performed by the algorithm is bounded by O(N/B) +O(|S|) the lemma follows. 2

Having proved a lower bound on the number of pebble I/Os needed to complete a (M,B)-
blocked pebble game on the graph in Figure 3, we can now easily prove a lower bound on
the number of pebble I/Os needed by a reduce operation. First we build a complete tree on
top of the base blocks as we shall call the blocks in Figure 3. The tree is blocked as pictured
in Figure 4a), and we obtain a breadth first blocked OBDD containing O(N ) vertices. In

5We assume without loss of generality that 2 and B divide N .
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a) b)

Figure 4: a) One block of top blocking in the breadth first blocking lower bound (B = 8). b)
One of the “fill blocks” in proof of Lemma 6 and 7.

base blocks

Figure 5: Top-blocking in the depth first blocking lower bound.

a similar way we can obtain a depth first blocked OBDD of size O(N ) by building the tree
pictured in Figure 5 on top of the base blocks. As Lemma 3 also holds for these extensions
of the graph in Figure 3, and as reducing such a graph completes the pebble game on the
graph, we get the following.

Lemma 4 Reducing a breadth first or depth first blocked OBDD with |G| vertices requires
Ω(perm |G|)) pebble I/Os in the worst case.

Recall that the OBDDs in [17] are level blocked. It is easy to repeat the above proof for a
level blocked OBDD and thus Lemma 4 also holds for such blockings. But proving these lower
bounds does not mean that we could not be lucky and be able to reduce an OBDD in less I/Os,
presuming that it is blocked in some other smart way.6 However, when we later consider the
apply operation it turns out that the blockings we have considered (depth, breadth and level)
are in fact the natural ones for the different algorithms for this operation. Intuitively however,
the best blocking strategy for the class of reduce algorithms we are considering, would be a
blocking that minimizes the number of pairs of vertices connected by an edge which are not
in the same block—what we will call a minimal-pair blocking. But as we will prove next,
a slightly modified version of the breadth first blocking we just considered is actually such
a minimal-pair blocking. Thus the lower bound also holds for minimal-pair blockings. The
modification consists of inserting a layer of the blocks in Figure 4b) between the base blocks
and the blocked tree on top of them. The blocks are inserted purely for “proof-technical”
reasons, and the effect of them is that every path of length less than B between a marked
vertex in the left half and a marked vertex in the right half of the base blocks must contain
one of the edges between marked vertices.

6We would then of course also have to worry about maintaining such a blocking between operations.
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In order to prove that the blocking of the graph G in Figure 3 and 4 is indeed a minimal-
pair blocking, we first state the following lemma which follows directly from the fact that
every vertex in G has at least in-degree one.

Lemma 5 For all blockings of G every block must have at least one in edge.

Now intuitively the blocking in Figure 3 and 4 is a minimal-pair blocking because all
blocks, except for the base blocks, have one in edge, and because the vertices in the base
blocks cannot be blocked in a better way than they are, that is, they must result in at least
half as many edges between vertices in different blocks as there are marked vertices—we call
such edges pair breaking edges. We will formalize and prove this in the next series of lemmas.

Call the first N/2 marked vertices in Figure 3 for a-vertices, and the last N/2 marked
vertices for b-vertices. These vertices are the “special” vertices, because they have edges to
each other and to the multi fan-in sink vertices (we call the sink vertices c-vertices). We now
consider a block in an arbitrary blocking of G containing one or more of these special vertices.

Lemma 6 Let K be a block containing a1 a-vertices and their corresponding c-vertices and
a2 a-vertices without their corresponding c-vertices, together with b1 b-vertices with their c-
vertices and b2 b-vertices without their c-vertices, such that a1, a2, b1 and b2 are all ≤ B/2,
and such that at least one of the ai’s and one of the bi’s are non zero. K has at least
a1 + a2 + b1 + b2 + k pair breaking edges, where k is the number of a1, a2, b1, b2 that are non
zero.

Proof : First we assume without loss of generality that all a1 a-vertices are from the same base
block. This is the best case as far as pair breaking edges are concerned, because they are all
connected to the same c-vertex. Similarly, we assume that all b1 b-vertices are from the same
base block. Finally, we make the same assumption for the a2 a-vertices and the b2 b-vertices
without their corresponding c-vertices. Making these assumptions we are left with vertices
from at most four base blocks. If we can prove the lemma for this particular configuration it
also holds for all other configurations.

We divide the proof in cases according to the value of a1 and b1:

• a1 = 0

In this configuration every a-vertex accounts for at least two pair breaking edges—
namely the two edges to the c-vertices corresponding to the a2 a-vertices. But then it is
easy to realize that a and b vertices accounts for a2 +b1 +b2 pair breaking edges. One of
the edges of the a vertices accounts for a2 of them. For every b-vertex its corresponding
a-vertex is either not one of the a2 a-vertices, in which case the b-vertex itself accounts
for a pair-breaking edge, or it is one of the a-vertices, in which case the other of the
a-vertices pair breaking edges with a c vertex can be counted. Finally, because of the
“fill blocks” above the base blocks (Figure 4), we cannot connect the base blocks except
with edges between a and b vertices. This means that every base block must contribute
with one pair breaking edge not counting a-b edges. This gives the extra k pair breaking
edges.

• a1 ≥ 1,b1 ≥ 1

To hold a and b-vertices and the two c-vertices we use a1 + a2 + b1 + b2 + 2 of K’s
capacity of B vertices. The number of pair breaking edges in a block consisting of only

136



these vertices is a1 + 2(B/2− a1) + 3a2 + b1 + (B/2− b1) + 2b2 + |(a1 + a2)− (b1 + b2)|.
The first two terms correspond to the a1 a-vertices and the third term to the a2 a-
vertices—not counting edges between a and b vertices. Similarly, the next three terms
correspond to the b-vertices. The last term counts the minimal number of pair breaking
edges corresponding to edges between a and b vertices in the block (assuming that as
many as possible are “paired”).

Now we add vertices one by one in order to obtain the final block K. We add them
in such a way that when adding a new vertex, it has an edge to at least one vertex
already in the block (if such a vertex exists). Because we cannot connect the base
blocks except with a-b edges (again because of the “fill blocks”), one added vertex can
at most decrease the number of pair breaking edges by one. Assuming that every added
vertex decreases the number of pair breaking edges by one, we end up with a block with
a1 + 2(B/2− a1) + 3a2 + b1 + (B/2− b1) + 2b2 + |(a1 + a2)− (b1 + b2)| − (B− (a1 + a2 +
b1 + b2 + 2)) = 3a2 + 2b2 +B/2− a1 + |(a1 + a2)− (b1 + b2)|+ a1 + a2 + b1 + b2 + 2 pair
breaking edges. We want to prove that this number is at least a1 + a2 + b1 + b2 + k,
which is indeed the case if 3a2 + 2b2 +B/2− a1 + |(a1 + a2)− (b1 + b2)| ≥ k − 2. This
again trivially holds because a1 ≤ B/2 and because k is only greater than 2 if a2 and/or
b2 is non zero.

• a ≥ 1,b1 = 0

As b1 = 0, b2 must be non zero. Doing the same calculations as in the previous case we
find that the lemma holds if 3a2 + 2b2 − a1 + |a1 + a2 − b2| ≥ k − 1.

Now if a1 + a2 ≥ b2 we get that 4a2 + b2 should be grater than or equal to k− 1, which
is trivially fulfilled as k = 2 if a2 = 0 and 3 otherwise.

If a1 + a2 ≤ b2 we get that 2a2 + 3b2 − 2a1 should be greater than or equal to k − 1.
This is again trivially fulfilled (under the assumption a1 + a2 ≤ b2).

2

Now we want to remove the a1, a2, b1, b2 ≤ B/2 assumption from Lemma 6. In the proof
the assumption was used to easily be able to bound the number of pair breaking edges between
c-vertices in K and a and b-vertices outside the block. Note that if one of the variables is
greater than B/2 then the others must be less than B/2.

Lemma 7 Let K be a block containing a1 a-vertices and their corresponding c-vertices and
a2 a-vertices without their corresponding c-vertices, together with b1 b-vertices with their c-
vertices and b2 b-vertices without their c-vertices, such that at least one of the ai’s and one of
the bi’s are non zero. K has at least a1 + a2 + b1 + b2 + k pair breaking edges, where k is the
number of a1, a2, b1, b2 that are non zero.

Proof : As in the proof of Lemma 6 we assume that all (or as many as possible) a and b-
vertices of the same type are in the same base block. Taking a closer look at the proof of
Lemma 6 quickly reveals that the proof works even if a2 or b2 is greater than B/2. The proof
also works if a1 = 0, so we are left with the following two cases:

• b1 > B/2 (and 1 ≤ a < B/2)

The block consisting of only a and b-vertices and the corresponding c-vertices have at
least a1 + 2(B/2− a1) + 3a2 + b1 + (B/2− (b1−B/2)) + 2b2 + |(a1 + a2)− (b1 + b2)| =
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3a2 + 2b2 + 2B − a1 + |(a1 + a2) − (b1 + b2)| pair-breaking edges. Assuming that the
rest (B − (a1 + a2 + b1 + b2 + 3)) of the vertices in the block all brings the number of
pair breaking edges down by one, the lemma follows from the fact that the following
inequality is trivially satisfied 3a2 + 2b2 +B − a1 + |(a1 + a2)− (b1 + b2)| ≥ k − 3.

• a1 > B/2

We divide the proof in two:

– b1 ≥ 1
The number of pair breaking edges “produced” by a and b-vertices is at least
a1 + 2(B/2 − (a1 − B/2)) + 3a2 + b1 + (B/2 − b1) + 2b2 + |(a1 + a2) − (b1 + b2)|
leading to the following inequality 3a2+2b2+3/2B−a1+|(a1+a2)−(b1+b2)| ≥ k−3.
This inequality is trivially satisfied as a1 < B.

– b1 = 0 (and b2 ≥ 1)
Using the same argument the satisfied inequality is 3a2 + 2b2 + B − a1 + |(a1 +
a2)− (b1 + b2)| ≥ k − 3.

2

We can now prove the main lemma:

Lemma 8 The breadth first blocking of G in Figure 3 and 4 is a minimal-pair blocking.

Proof : First note that Lemma 7 also holds (trivially) if a block only contains vertices of
one type. It then follows that every a and b-vertex must result in at least one pair breaking
edges. Furthermore, every c-vertex (or rather every base block) must result in at least one
additional pair breaking edge. Thus the blocking in Figure 3 obtains the minimal number of
pair breaking edges. From Lemma 5 we furthermore know that every other block must have
at least one in edge. The lemma then follows from the fact that the blocking in Figure 4 only
has one in edge. 2

Now we have proved that the intuitively best blocking for the reduction algorithm, as well
as all the intuitively best blockings for the apply algorithms, all result in a lower bound of
Ω(perm(N )) I/Os on the reduce operation. The results can be summarized as follows.

Theorem 1 Reducing an OBDD with |G| vertices—minimal-pair, level, depth first or breadth
first blocked—requires Ω(perm(|G|)) pebble I/Os in the worst case.

2.4 I/O-Efficient Reduce Algorithm

Recall that one of the main problems with existing reduce algorithms with respect to I/O is
that when they process a level of the OBDD they perform a lot of I/Os in order to get the
labels of the children of vertices on the level. Our solution to this problem is simple—when
a vertex is given a label we “inform” all its immediate predecessors about it in a “lazy”
way using an external priority queue developed in [11]. On this priority queue we can do a
sequence of N insert and deletemin operations in O(sort(N )) I/Os in total. After labeling a
vertex we thus insert an element in the queue for all predecessors of the vertex, and we order
the queue such that we on higher levels simply can perform deletemin operations to obtain
the required labels.
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In order to describe our algorithm precisely we need some notation. We refer to a vertex
and its label with the same symbol (e.g. v). The index or level of a vertex is referred to as
id(v), and the 0-successor and 1-successor are referred to as low(v) and high(v), respectively.
In order to make our reduce algorithm I/O-efficient, we start the algorithm by creating two
sorted lists of the vertices in the OBDD we want to reduce. The first list (L1) contains the
vertices sorted according to index and secondary according to label—that is, according to
(id(v), v). Put another way, the list represents a level blocking of the OBDD. The second list
(L2) contains two copies of each vertex and it is sorted according to the index of their children
and secondarily according to the labels of their children. That is, we have two copies of vertex
v ordered according to (id(low(v)), low(v)) and (id(high(v)), high(v)), respectively. To create
L1—for any blocking of the OBDD—we just scan through the vertices in the OBDD, inserting
them in a priority queue ordered according to index and label, and then we repeatedly perform
deletemin operations to obtain L1. Thus we use O(sort(N )) I/Os to produce L1. L2 can be
produced in the same number of I/Os in a similar way.

We are now ready to describe our new reduce algorithm. Basically it works like all the
other algorithms. We process the vertices from the sinks up to the root and assign a unique
label to each unique sub-OBDD root. We start by assigning one label to all 0-sinks and
another to all 1-sinks. This is done just by scanning through L1 until all sinks have been
processed. During this process—and the rest of the algorithm—we output one copy of each
unique vertex to a result list. After labeling the sink vertices we insert an element in the
priority queue for each vertex that has a sink as one of its children. The elements contain the
label of the relevant child (sink), and the queue is ordered according to level and label of the
“receiving” vertex (the vertex having a sink as child). This is accomplished by merging the
list of sinks with the appropriate (first) elements in L2. Now assume that we have processed
all vertices above level i and want to process level i. In the priority queue we now have one
or two elements for each vertex that has a child on a lower level than i. In particular we
have two elements for every vertex on level i. Because the elements in the priority queue are
ordered according to (id(v), v), we can thus just do deletemin operations on the queue until
we have obtained the elements corresponding to vertices on level i. At the same time we
merge the elements with L1 in order to “transfer” the labels of the children to the relevant
vertices in L1. Then we proceed like Bryant [32]; we sort the vertices according to the labels
of the children (with an I/O optimal sorting algorithm [5, 133]), and use the reduction rules
to assign new labels. Then we sort the vertices back into their original order, merge the
resulting list with L2, and insert the appropriate elements (vertices with a child on level i) in
the priority queue—just like after assigning labels to the sinks. When we reach the root we
have obtained the reduced OBDD.

In order to analyze the I/O use of the algorithm, note that a linear number of operations
in the size of the OBDD is performed on the priority queue. Thus we in total use O(sort(|G|))
I/Os to manipulate the queue. The I/O use of the rest of the algorithm is dominated by the
sorting of the elements on each level, that is, by O(sort(|G|)) in total. We then have:

Theorem 2 An OBDD with |G| vertices can be reduced in O(sort(|G|)) I/Os.

3 The Apply Operation

We divide our discussion of the apply operation into subsections on existing algorithms, their
I/O-behavior, and on our new I/O-efficient algorithm.
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3.1 Apply Algorithms

The basic idea in all the apply algorithms reported in the literature is to use the formula

f1 ⊗ f2 = xi · (f1|xi=0 ⊗ f2|xi=0) + xi · (f1|xi=1 ⊗ f2|xi=1)

to design a recursive algorithm. Here f |xi=b denotes the function obtained from f when the
argument xi is replaced by the boolean constant b. Using this formula Bryant’s algorithm [32]
works as follows: Consider two functions f1 and f2 represented by OBDDs with roots v1 and
v2. First, suppose both v1 and v2 are sinks. Then the resulting OBDD consists of a sink having
the boolean value value(v1)⊗ value(v2). Otherwise, suppose that at least one of the vertices
is not a sink vertex. If id(v1) = id(v2) = i the resulting OBDD consists of a root vertex with
index i, and with the root vertex in the OBDD obtained by applying the apply operation on
low(v1) and low(v2) as 0-child and with the root vertex in the OBDD obtained by applying
the apply operation on high(v1) and high(v2) as 1-child. Thus a vertex u with index i is
created and the algorithm is used recursively twice to obtain low(u) and high(u). Suppose
on the other hand (and without loss of generality) that id(v1) = i and id(v2) > i. Then the
function represented by the OBDD with root v2 is independent of xi (because of the fixed
variable ordering), that is, f2|xi=0 = f2|xi=1 = f2. Hence, a vertex u with index i is created,
and the algorithm is recursively applied on low(v1) and v2 to generate the OBDD whose root
becomes low(u), and on high(v1) and v2 to generate the OBDD whose root becomes high(u).
This is basically the algorithm except that in order to avoid generating the OBDD for a pair
of sub-OBDDs more than once—which would result in exponential (in n) running time—
dynamic programming is used: During the algorithm a table of size |G1| · |G2| is maintained.
The xy’th entry in this table contains the result (the label of the root vertex) of using the
algorithm on the vertex in the OBDD for f1 with label x and the vertex in the OBDD for f2
with label y, if it is already computed. Before applying the algorithm to a pair of vertices
it is checked whether the table already contains an entry for the vertices in question. If that
is the case the result already computed is just returned. Otherwise, the algorithm continues
as described above and adds the root vertex to the table. It is straightforward to realize that
Bryant’s algorithm runs in O(|G1| · |G2|) time (the size of the dynamic programming table).
Note that it is proved in [32] that there actually exist reduced OBDDs representing functions
f1 and f2 such that the size of f1 ⊗ f2 is Θ(|G1| · |G2|).

Due to the recursive structure Bryant’s algorithm works in a depth first manner on the
involved OBDDs. In [101] an algorithm algorithm working in a breadth first manner is de-
veloped in order to perform OBDD manipulation efficiently on a CRAY-type supercomputer.
This algorithm works like Bryant’s, except that recursive calls (vertices which need to have
their children computed—we call them requests) are inserted in a queue (the request queue)
and computed one at a time. This leads to a breadth first traversal of the involved OBDDs.
Also this algorithm uses dynamic programming and runs in O(|G1| · |G2|) time.

As previously discussed, I/O issues are then taken into account in [17] and an O(|G1|·|G2|)
time algorithm working in a levelwise manner is developed. As in the case of the reduce
algorithm it is assumed that the OBDDs are stored levelwise and the general idea is then
to work as levelwise as possible on them. Basically the algorithm works like the breadth
first algorithm, but with the request queue split up into n queues—one for each level of the
OBDDs. When a new request is generated it is placed in the queue assigned to the level of
the vertex corresponding to the request. The queues are then processed one at a time from
the queue corresponding to the top level and down. This way the OBDDs are traversed in a
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levelwise manner. Also before a new request is inserted in a queue it is checked if a duplicate
request has already been inserted in the queue. This effectively means that the dynamic
programming table and the request queues are “merged” into one structure. Finally, much
like the way the reduce algorithm in [102] obtains the new labels of the children of a vertex
in level order, the requests on a given level are handled in sorted order according to the levels
of the requests issued as a consequence of them. As previously the motivation for this is that
it assures that lookups for duplicate requests are done in a levelwise manner.

In order to obtain a canonical OBDD all the presented algorithms run the reduce algorithm
after constructing a new OBDD with the apply operation. It should be noted that Bryant
in [33] has modified his depth first algorithm such that the reduction is performed as an
integrated part of the apply algorithm. The algorithm simply tries to use the reduction rules
after returning from the two recursive calls. While it is easy to check if R1 can be applied, a
table of the already generated vertices is used to check if R2 can be applied. The advantage of
this modified algorithm is that redundant vertices, which would be removed in the following
reduction step, is not created and thus space is saved. The algorithms not working in a depth
first manner [17, 101, 102] cannot perform the reduction as an integrated part of the apply
algorithm.

3.2 The I/O-Behavior of Apply Algorithms

Like we in Section 2.2 analyzed the existing reduce algorithms in the parallel disk model, we
will now analyze the different apply algorithms in the model. In the following |R| will be the
size of the un-reduced OBDD resulting from a use of the apply algorithm on two OBDDs
of size |G1| and |G2|, respectively. We first analyze why the depth first [32] and breadth
first [101] algorithms perform so poorly in an I/O-environment, and then we take a closer
look at the algorithms developed with I/O in mind.

As in the case of the reduce algorithm it is not difficult to realize that assuming nothing
about the blocking (which is probably the most realistic in practice) it is easy for an adversary
to force both the depth first and the breadth first algorithm to do an I/O every time a new
vertex in G1 or G2 is visited. This results in an overall use of Ω(|R|) I/Os, that is, O(|G1|·|G2|)
I/Os in the worst case. It is equally easy to realize that breadth first and level blockings are
just as bad for the depth first algorithm [32], and depth first and level blockings just as bad
for the breadth first algorithm [101]. So let us assume that the OBDDs are blocked in some
“good” way with respect to the used traversal scheme. Still the algorithms perform poorly
because of the lack of locality of reference in the lookups in the dynamic programming table.
To illustrate this we take a closer look at the depth first algorithm [32] assuming that the
OBDDs are depth first blocked. Again, if we do not assume anything about the blocking of
the dynamic programming table, it is easy to realize that in the worst case every access to the
table results in a page fault. If we were able to block the table as we like, the only obvious
way to block it would be in a depth first manner (Figure 6a): Assume that the algorithm
is working on vertex v1 in G1 and v2 in G2. The algorithm now makes one of the following
recursive calls: v1 and low(v2), low(v1) and v2, or low(v1) and low(v2). Before doing so it
makes a lookup in the dynamic programming table. Thus the table should be blocked as
indicated in Figure 6a) as we would like the corresponding part of the table to be in internal
memory. Note that with the blocking in Figure 6a) the algorithm would at least make a page
fault on every

√
B lookup operation. But actually it is much worse than that, which can

be illustrated with the example in Figure 6b). Here a depth first blocking of an OBDD is
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Figure 6: a) Dynamic programming table. b) I/O performance of algorithm in [17].

indicated. It is also indicated how the 0-children of the “right” vertices can be chosen in an
almost arbitrary way. This in particular means that an adversary can force the algorithm to
make a lookup page fault every time one of these vertices is visited. As the number of such
vertices is Θ(|G|) the algorithm could end up making a page fault for almost every of the |R|
vertices in the new OBDD.

After illustrating why the breadth first and depth first algorithms perform poorly, let us
shortly consider the algorithm especially designed with I/O in mind [17]. Recall that this
algorithm maintains a request queue for each level of the OBDDs, which also functions as the
dynamic programming table divided into levels, and that it processes one level of requests in
the order of the levels of the requests issued as a consequence of them. It is relatively easy to
realize that in the worst case a page fault is generated every time one of the request queues
is accessed as dynamic programming table. The reason is precisely the same as in the case of
the depth first algorithm, namely that there is no nice pattern in the access to the table—not
even in the access to one level of it. As previously, we therefore cannot block the queues
efficiently and we again get the Ω(|R|) worst-case I/O behavior. The natural question to ask
is of course why experiments then show that this approach can lead to the mentioned runtime
speedups. The answer is partly that the traditional depth first and breadth first algorithms
behave so poorly with respect to I/Os that just considering I/O issues, and actually try to
block the OBDDs and access them in a “sequential” way, leads to large runtime improvements.
Another important reason is the previously mentioned fact that in practical examples n is
much smaller than M/B, which means that a block from each of the n queues fits in internal
memory. However, we believe that one major reason for the experimental success in [17] is
that the OBDDs in the experiments roughly are of the size of the internal memory of the
machines used. This means that one level of the OBDDs actually fits in internal memory,
which again explains the good performance because the worst case behavior precisely occurs
when one level does not fit in internal memory.

3.3 I/O-Efficient Apply Algorithm

The main idea in our new apply algorithm is to do the computation levelwise as in [17], but
use a priority queue to control the recursion. Using a priority queue we do not need a queue
for each level as in [17]. Furthermore, we do not check for duplicates when new requests
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are issued, but when they are about to be computed. Recall that the main problem with
the previous levelwise algorithm precisely is the random lookups in the queues/tables when
these checks are made. Instead of checking for duplicates when new requests are issued, we
just insert them in a priority queue and perform the checks when removing requests from the
queue. We do so simply by ordering the queue such that identical requests will be returned
by consecutive deletemin operations. This way we can in a simple way ignore requests that
have already been computed.

In order to make our algorithm work efficiently we need the vertices of each of the OBDDs
sorted according to level and secondary according to label. This representation can easily be
constructed in O(sort(|G1|) + sort(|G2|)) I/Os in the same way as we constructed the list
L1 in the reduce algorithm. For convenience we now use four priority queues to control the
recursion (instead of one). They all contain requests represented by a pair of vertices, one
from G1 and one from G2. The first queue V contains pairs (v, w) where id(v) < id(w), and
is ordered according to the level and label of v. Thus V contains requests which should be
processed at level id(v) and which can be processed without obtaining new information about
w. Similarly, the second queue W contains pairs where id(v) > id(w), ordered according to
(id(w), w). The last two priority queues EV and EW contain pairs where id(v) = id(w), and
are ordered according to (id(v), v) and (id(w), w), respectively.

We do the apply in a levelwise manner starting from the root vertices. We label the
vertices in the resulting OBDD R with pairs of labels from G1 and G2. The algorithm
starts by comparing the indices of the two root vertices v and w, and creates the root vertex
(v, w) of R with index equal to the lowest of the two indices. If id(v) < id(w) it then
makes two new vertices (low(v), w) and (high(v), w) with indices min(id(low(v)), id(w)) and
min(id(high(v)), id(w)), respectively, and “connects” (v, w) to these two vertices. Similarly,
if id(v) > id(w) it makes the vertices (v, low(w)) and (v, high(w)), and if id(v) = id(w) the
vertices (low(v), low(w)) and (high(v), high(w)). Now the algorithm makes two recursive
calls in order to construct the OBDDs rooted in the two newly created vertices. As the
recursion is controlled by the priority queues this is done by inserting the vertices/requests
in these queues. The level on which a given vertex/request (u1, u2) is to be processed is
determined by min(id(u1), id(u2)). Therefore (u1, u2) is inserted in V if id(u1) < id(u2) and
in W if id(u1) > id(u2). If id(u1) = id(u2) it is inserted both in EV and in EW .

Now assume that the algorithm has processed all levels up to level i−1. In order to process
level i we do the following: We do deletemin operations on V in order to obtain all requests
in this queue that need to be processed on level i. As discussed above we only process one
copy of duplicate requests. As all requests (u1, u2) in V have id(u1) < id(u2) all new requests
generated as a consequence of them are of the form (low(u1), u2) or (high(u1), u2). Thus we
do not need any new information about u2 to issue the new requests. During the process
of deleting the relevant requests from the queue we therefore simply “merge” the requests
with the representation of G1 in order to obtain the information needed. We process level
i requests in W in a similar way. Finally, we process level i requests in EV and EW . We
know that all vertices in these queues have id(u1) = id(u2) = i, which means that they will
create requests of the form (low(u1), low(u2)) and (high(u1), high(u2)). Therefore we need to
obtain new information from both G1 and G2. Thus we do deletemin operations on EV and
“merge” the result with the representation of G1, collecting the information we need from
this OBDD. During this process we also insert the resulting vertices in EW . Finally, we do
deletemin operations on EW and “merge” with G2 to obtain the information we need to issue
the relevant new requests.
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When the above process terminates we will have produced R, and the analysis of the
I/O-complexity of the algorithm is easy: Each vertex/request is inserted in and deleted from
a priority queue a constant number of times. Thus we directly obtain the following from the
I/O bounds of the priority queue operations.

Theorem 3 The apply operation can be performed in O(sort(|R|)) I/O operations.

4 Extension of Results to D-disk Model

As promised we should make a few comments about our results in the D-disk model. As far
as the lower bound is concerned, we can of course just divide our bound in the one-disk model
by D and the obtained bound will then be a lower bound in the parallel disk model. It turns
out that this bound can actually be matched, that is, we can obtain a speedup proportional
to the number of disks.

To obtain the upper bounds in this paper we only used three basic “primitives”; scanning,
sorting and priority queues. Scanning through N elements can easily be done in O(N/DB)
I/Os in the parallel disk model and as already mentioned we can also sort optimally in the
model. Furthermore, it is proved in [11] that the priority queue can also take full advantage of
parallel disks. Both the sorting algorithms and the priority queue on parallel disks work under
the (non-restrictive in practice) assumption that 4DB ≤M −M1/2+β for some 0 < β < 1/2.
Thus with the same assumption all the results obtained in this paper holds in the parallel
disk model.

5 Conclusion and Open Problems

In this paper we have demonstrated how all the existing OBDD manipulation algorithms in
the worst case make on the order of the number of memory accesses page faults. This is the
reason why they perform poorly in an I/O environment. We have also developed new OBDD
manipulation algorithms and proved their optimality under some natural assumptions.

We believe that the developed algorithms are not only of theoretical but also of practical
interest—especially if we make a couple of modifications. If we represent the OBDDs in terms
of edges instead of vertices (where each edge “knows” the level of both source and sink) and
block them in the way they are used by the apply algorithm, it can be realized that our apply
algorithm automatically produce the blocking used by the (following) reduce algorithm. The
reduce algorithm can then again produce the blocking used by the (next) apply algorithm.
This can be done without extra I/O use, basically because the apply algorithm works in
a top-down manner while the reduce algorithm works in a bottom-up manner. With this
modification the algorithms are greatly simplified and we save the I/Os used to create the
special representations of the OBDDs used in the reduce and apply algorithms. Furthermore,
it is also easy to realize that we can do with only one priority queues in the apply algorithm. As
the constants in the I/O bounds on the priority queue operations are all small, the constants
in the bounds of the developed OBDD manipulation algorithms are also small. Also it is
demonstrated in [129] that the overhead required to explicitly manage I/O can be made very
small, and therefore we believe that our algorithms could lead to large runtime speedups on
existing workstations. We hope in the future to be able to implement the priority queue data
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structure in the Transparent Parallel I/O Environment (TPIE) developed by Vengroff [126]
in order to verify this.

A couple of questions remains open, namely if it is possible to prove an O(perm(N )) I/O
lower bound on the reduce operation assuming any blocking, and if it is possible to prove a
lower bound on the apply operation without assuming that a reduce step is done after the
apply.
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Abstract

We show a general relationship between the number of comparisons and the number
of I/O-operations needed to solve a given problem. This relationship enables one to show
lower bounds on the number of I/O-operations needed to solve a problem whenever a
lower bound on the number of comparisons is known. We use the result to show lower
bounds on the I/O-complexity of a number of problems where known techniques only give
trivial bounds. Among these are the problems of removing duplicates from a multiset,
a problem of great importance in e.g. relational data-base systems, and the problem of
determining the mode — the most frequently occurring element — of a multiset. We
develop non-trivial algorithms for these problems in order to show that the lower bounds
are tight.

1 Introduction

In the studies of complexity of algorithms, most attention has been given to bounding the
number of primitive operations (for example comparisons) needed to solve a given problem.
However, when working with data materials so large that they will not fit into internal mem-
ory, the amount of time needed to transfer data between the internal memory and the external
storage (the number of I/O-operations) can easily dominate the overall execution time.

In this paper we work in a model introduced by Aggarwal and Vitter [5] where an I/O-
operation swaps B records between external storage and the internal memory, capable of
holding M records. An algorithm for this model is called an I/O-algorithm. Aggarwal and
Vitter [5] consider the I/O-complexity of a number of specific sorting-related problems, namely
sorting, fast Fourier transformation, permutation networks, permuting and matrix transpo-
sition. They give asymptotically matching upper and lower bounds for these problems. The
∗This paper is a slightly revised version of DAIMI PB-407. The paper was presented at the Third Workshop
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lower bounds are based on routing arguments, and in general no restrictions are made on the
operations allowed in internal memory, except that records are considered to be atomic and
cannot be divided into smaller parts. Only when the internal memory is extremely small, the
comparison model is assumed.

In this paper we shall use the same model of computation, except that in general we will
limit the permitted operations in the internal memory to comparisons. The main result of this
paper is the following: Given an I/O-algorithm that solves an N -record problem PN using
I/O(x) I/O’s on the input x, there exists an ordinary comparison algorithm that uses no more
than N logB + I/O(x) · Tmerge(M −B,B) comparisons on input x. Tmerge(n,m) denotes the
number of comparisons needed to merge two sorted lists, of size n and m respectively. While
[5] shows lower bounds for a number of specific problems, our result enables one to show
lower bounds on the number of I/O-operations needed to solve a problem for any problem
where a lower bound on the number of comparisons needed is known. Among these is sorting
where we obtain the same lower bound as in [5]. We use the result to show lower bounds on
a number of problems not formerly considered with respect to I/O-complexity. Among these
are the problems of removing duplicates from a multiset, a problem of great importance in
e.g. relational data-base systems, and the problem of finding the most frequently occurring
element in a multiset. We develop non-trivial algorithms for these problems in order to show
that the lower bounds are tight.

The basic idea in the lower bound proofs in [5] is to count how many permutations can
be generated with a given number of I/O-operations and to compare this to the number of
permutations needed to solve a problem. This technique, however, is not generally applicable.
For example only trivial lower bounds can be shown on the problems we consider in this paper
using this technique. We use a different information theoretical approach, where we extend
normal comparison trees with I/O-nodes. The proof of the main result then corresponds
to giving an algorithm that transfers an I/O-tree that solves a given (I/O-) problem to a
normal comparison tree with a height bounded by a function of the number of I/O-nodes
in the original tree. An important property of the result is that it not only can be used to
show worst-case I/O lower bounds, but that e.g an average lower bound on the number of
comparisons needed also induces an average I/O lower bound.

In the next section, we formally define the model we will be working in. We also define
the I/O-tree on which the main result in section 3 is based. In section 4, we discuss the
generality of the I/O-tree model, and in section 5, we give optimal algorithms for two problems
concerning multisets, namely determining the mode and removing duplicates. Finally, some
open problems are discussed in section 6.

2 Definition of the model and the I/O-tree

We shall consider N -record problems, where in any start configuration the N records —
x1, x2, . . . , xN — reside in secondary storage. The number of records that can fit into internal
memory is denoted M and the number of records transferable between internal memory and
secondary storage in a single block is denoted B (1 ≤ B ≤M < N ). The internal memory and
the secondary storage device together are viewed as an extended memory with at least M+N
locations. The firstM locations in the extended memory constitute the internal memory — we
denote these s[1], s[2], . . . , s[M ] — and the rest of the extended memory constitute secondary
storage. The k’th track is defined as the B contiguous locations s[M + (k − 1)B + 1], s[M +
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Figure 1: Node-types: An I/O-node swaps the B records s(l1), . . . , s(lB) with the B records in
the k’th track, as denoted by the I/O-vector [k, l1, l2, . . . , lB], where l1, l2, . . . , lB ∈ {1, . . .M}
and are pairwise different, and k ∈ {1, 2, . . .}. A comparison node compares xi with xj . xi
and xj must be in internal memory.

(k − 1)B + 2], . . . , s[M + kB] in extended memory, k = 1, 2, . . .. An I/O-operation is now an
exchange of B records between the internal memory and a track in secondary storage.

An I/O-tree is a tree with two types of nodes: comparison nodes and I/O-nodes. Com-
parison nodes compare two records xi and xj in the internal memory using < or ≤. i and
j refer to the initial positions of the records and not to storage locations. A comparison
node has two outgoing edges, corresponding to the two possible results of the comparison.
An I/O-node performs an I/O-operation, that is, it swaps B (possibly empty) records in the
internal memory with B (possibly empty) records from secondary storage. The B records
from secondary storage must constitute a track (see Figure 1).

To each I/O-node, we attach a predicate Q and two functions π and π′. The predicate
Q contains information about the relationship between the xi’s. We define the predicate
recursively: First we attach a predicate Pk to each edge from a comparison node k. If the
node made the comparison xi < xj the predicate xi < xj is attached to the left edge, and
xi ≥ xj to the right edge. Similarly with ≤. We now consider a path S where we number the
I/O-nodes s0, s1, s2, . . . starting in the root and ending in the leaf.
Qsi is then defined as follows: Qs0 = True

Qsi = Qsi−1 ∧ P1 ∧ P2 ∧ . . .∧ Pl
where P1, P2 . . .Pl are the predicates along the path from si−1 to si (see Figure 2).

The π’s contain information about where in the extended storage the original N records
— x1, x2, . . . , xN — are placed. More formally, we have: π : {1, 2, . . . , N} → {1, 2, . . .}, where
π(i) = j means that xi is in the jth cell in the extended memory. Note that π is one-to-one.
π′ is the result of performing an I/O-operation in a configuration described by π, i.e., a track,
consisting of B records, is swapped with B records from the internal memory (as denoted by
the (B + 1)-vector in Figure 1). More formally, π′ = π except for the following:

π’(π−1(l1)) = M + (k − 1)B + 1
π’(π−1(M + (k − 1)B + 1)) = l1
...
π’(π−1(lB)) = M + kB
π’(π−1(M + kB)) = lB
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Figure 2: The predicate Qsi is defined recursively from the predicate Qsi−1 and the predicates
along the path between the two I/O-nodes.

π in an I/O-node is, of course, equal to π′ in its closest ancestor, i.e., πsi = π′si−1
.

Definition 1 An I/O-tree is a tree consisting of comparison and I/O-nodes. The root of the
tree is an I/O-node where πroot (i) = M+ i, i.e. corresponding to a configuration where there
are N records residing first in secondary storage and the internal memory is empty. The
leaves of the tree are I/O-nodes, again corresponding to a configuration where the N records
reside first in secondary storage (possibly permuted with respect to the start configuration) and
the internal memory is empty. This means that π′leaf (i) ∈ {M + 1,M + 2 . . .M +N} for all
i.

Definition 2 If T is an I/O-tree then pathT (x) denotes the path x follows in T . |pathT (x)|
is the number of nodes on this path.

We split the problems solvable by I/O-trees into two classes: decision problems and con-
struction problems. Decision problems are problems where we, given a predicate QP and a
vector x, want to decide whether or not x satisfies QP . Construction problems are problems
where we are given a predicate QP and a vector x, and want to make a permutation ρ, such
that ρ(x) satisfies QP .

Definition 3 An I/O-tree T solves a decision problem P , if the following holds for every leaf
l:

(∀x : Ql(x) ⇒ QP (x)) ∨
(∀x : Ql(x) ⇒ ¬QP (x))

An I/O-tree T solves a construction problem P , if the following holds for every leaf l:

∀x : Ql(x)⇒ QP (xπ′−1
l (M+1), xπ′−1

l (M+2), . . . , xπ′−1
l (M+N))

It is important to note that an I/O-tree reduces to an ordinary comparison tree solving
the same problem, if the I/O-nodes are removed. This is due to the fact that the comparison
nodes refer to records (numbered with respect to the initial configuration) and not to storage
locations.
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Figure 3: Comparison subtree

3 The Main Result

Theorem 1 Let PN be an N -record problem, T be an I/O-tree solving PN and let I/OT (x)
denote the number of I/O-nodes in pathT (x). There exists an ordinary comparison tree Tc
solving PN such that the following holds:

|pathTc(x)| ≤ N logB + I/OT (x) · Tmerge(M −B,B)

where Tmerge(n,m) denotes the number of comparisons needed to merge two sorted lists of
length n and m, respectively.

Proof : We will prove the theorem by constructing the comparison tree Tc, but first we want
to construct another I/O-tree T ′ that solves PN from the I/O-tree T .

We consider a comparison subtree of T — an inner comparison tree of T with an I/O-node
as the root and its immediately succeeding I/O-nodes as the leaves (see figure 3).

A characteristic of this tree is that, except from the I/O-nodes in the root and in the
leaves, it only contains comparison nodes that compare records in the internal memory, i.e.
comparisons of the form xi < xj (xi ≤ xj) where π(i), π(j) ∈ {1, ..,M}. In other words
Qi1, Qi2, . . . , Qil must be of the form Qi∧ (xi1 < xj1)∧ (xi2 ≤ xj2)∧ . . . where π(im), π(jm) ∈
{1, ..,M}. Moreover, one and only one of the predicates Qi1, Qi2, . . . , Qil is true for any x
that satisfies Qi.

We now build T ′ from T by inductively building comparison subtrees in T ′ from compar-
ison subtrees in T starting with the “uppermost” comparison subtree: The root of the new
comparison subtree is the same as the root of the original comparison subtree. The internal
comparison nodes are replaced with a tree that makes all the comparisons needed for a total
ordering of records in internal memory. Finally, the leaves are I/O-nodes selected among the
l I/O-nodes in the original subtree in the following way: If R is the predicate “generated”
on the path from the root of T ′ to a leaf in the new subtree, the I/O-node with the predicate
Qij such that R⇒ Qij is used. The choice of I/O-node is well-defined because the predicate
R implies exactly one of the Qij ’s. If any of the leaves in the original comparison subtree
are also roots of comparison subtrees, i.e., they are not the leaves of T , we repeat the pro-
cess for each of these subtrees. Note that any of them may appear several times in T ′. It
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should be clear that when T ′ is constructed in this way, it solves PN . Furthermore, for all
x, pathT (x) and pathT ′(x) contain the same I/O-nodes. This means that if the height of the
comparison subtrees in T ′ is at most h, then the number of comparison nodes on pathT ′(x) is
at most h · I/OT (x). But then there exists an ordinary comparison tree Tc solving PN , such
that |pathTc(x)| ≤ h · I/O(x), namely the comparison tree obtained from T ′ by removing the
I/O-nodes.

It is obvious that our upper bound on |pathTc(x)| improves the smaller an h we can get.
This means that we want to build a comparison tree, that after an I/O-operation determines
the total order of the M records in internal memory with as small a height as possible. After
an I/O-operation we know the order of the M − B records that were not affected by the
I/O-operation — this is an implicit invariant in the construction of T ′. The problem is,
therefore, limited to placing the B “new” records within this ordering. If we, furthermore,
assume that we know the order of the B records, then we are left with the problem of merging
two ordered lists, this can be done using at most Tmerge(M −B,B) comparisons. We cannot
in general assume that the B records are ordered, but because the I/O-operations always are
performed on tracks and because we know the order of the records we write to a track, the
number of times we can read B records that are not ordered (and where we must use B logB
comparisons to sort them) cannot exceed N

B .
Finally, we get the desired result:
|pathTc(x)| ≤ N

BB logB + I/OT ′(x) · Tmerge(M −B,B)
⇓
|pathTc(x)| ≤ N logB + I/OT (x) · Tmerge(M −B,B)

2

Two lists of length n and m (where n > m) can be merged using binary merging [82] in
m + b n2t c − 1 + t ·m comparisons where t = blog n

mc. This means that Tmerge(M − B,B) ≤
B log(M−BB ) + 3B which gives us the following corollary:

Corollary 1

|pathTc(x)| ≤ N logB + I/OT (x) ·
(
B log(

M −B
B

) + 3B
)

2

It should be clear that the corollary can be used to prove lower bounds on the number of
I/O-operations needed to solve a given problem. An example is sorting, where an N logN −
O(N ) worst-case lower bound on the number of comparisons is known. In other words,
we know that for any comparison tree (algorithm) Tc that sorts N records there is an x
such that |pathTc(x)| ≥ N logN − O(N ). From the corollary we get N logN − O(N ) ≤
N logB + I/OT (x) ·

(
B log(M−BB ) + 3B

)
, hence the worst-case number of I/O-operations

needed to sort N records is at least N log N
B
−O(N)

B log(M−B
B

)+3B
.

Note that no matter what kind of lower bound on the number of comparisons we are working
with - worst-case, average or others - the theorem applies, because it relates the number of
I/O’s and comparisons for each instance of the problem.
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4 Extending the Model

The class of algorithms for which our result is valid comprises algorithms that can be simulated
by our I/O-trees. This means that the only operations permitted are binary comparisons and
transfers between secondary storage and internal memory. It should be obvious that a tree,
using ternary comparisons and swapping of records in internal memory, can be simulated
by a tree with the same I/O-height, that only uses binary comparisons and no swapping
(swapping only effects the π′s). Therefore, a lower bound in our model will also be a lower
bound in a model where swapping and ternary comparisons are permitted. Similarly, we can
permit algorithms that use integer variables, if their values are implied by the sequence of
comparisons made so far, and we can make branches according to the value of these variables.
This is because such manipulations cannot save any comparisons.

The differences between our model and the model presented in [5] are, apart from ours
being restricted to a comparison model, mainly three things. Firstly, Aggarwal and Vitter
only assume that a transfer involves B contiguous records in secondary storage, whereas we
assume that the B records constitute a track. Reading/writing across a track boundary,
however, can be simulated by a constant number of “standard” I/O’s. Hence, lower bounds
proved in our model still apply asymptotically. Secondly, their I/O’s differ from ours in the
sense that they permit copying of records, i.e. writing to secondary storage without deleting
them from internal memory. It can be seen that the construction in the proof of our theorem
still works, if we instead of one I/O-node have both an I-node and an O-node that reads
from, respectively writes to, a track. Therefore, our theorem still holds when record copying
is permitted. Finally, they model parallelism with a parameter P that represents the number
of blocks that can be transferred concurrently. It should be clear that we can get lower bounds
in the same model by dividing lower bounds proved in our model by P .

It is worth noting that this parallel model is not especially realistic. A more realistic
model was considered in [133] in which the secondary storage is partitioned into P distinct
disk drives. In each I/O-operation, each of the P disks can simultaneously transfer one block.
Thus, P blocks can be transferred per I/O, but only if no two blocks come from the same disk.
Of course lower bounds in the Aggarwal and Vitter model also apply in the more realistic
model. As using multiple disks is a very popular way of speeding up e.g. external sorting,
extensive research has recently been done in this area [99] [131].

5 Optimal Algorithms

Aggarwal and Vitter [5] show the following lower bound on the I/O-complexity of sorting:

Ω

(
N log N

B

B log M
B

)

They also give two algorithms based on mergesort and bucketsort that are asymptotically
optimal. As mentioned earlier our result provides the same lower bound.

An almost immediate consequence of the tight lower bound on sorting is a tight lower
bound on set equality, set inclusion and set disjointness, i.e., the problems of deciding whether
A = B, A ⊆ B or A ∩ B = ∅ given sets A and B. It can easily be shown (see e.g. [22]) that
a lower bound on the number of comparisons for each of these problems is N logN − O(N ).
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An optimal algorithm is, therefore, to sort the two sets independently, and then solving the
problem by “merging” them.

In the following, we will look at two slightly more difficult problems for which our theorem
gives asymptotically tight bounds.

5.1 Duplicate Removal

We wish to remove duplicates from a file in secondary storage — that is, make a set from a
multiset. Before removing the duplicates, N records reside at the beginning of the secondary
storage and the internal memory is empty. The goal is to have the constructed set residing
first in the secondary storage and the duplicates immediately after. Formally this corresponds
to the following predicate:

QP (y) = ∃k : (∀i, j 1 ≤ i, j ≤ k ∧ i 6= j : yi 6= yj) ∧
(∀i k < i ≤ N : ∃j 1 ≤ j ≤ k : yi = yj)

A lower bound on the number of comparisons needed to remove duplicates is N logN −∑k
i=1 Ni logNi −O(N ), where Ni is the multiplicity of the ith record in the set. This can be

seen by observing that after the duplicate removal, the total order of the original N records is
known. Any two records in the constructed set must be known not to be equal, and because
we compare records using only < or ≤, we know the relationship between them. Any other
record (i.e. one of the duplicates) equals one in the set. As the total order is known, the
number of comparisons made must be at least the number needed to sort the initial multiset.
A lower bound on this has been shown [93] to be N logN −∑k

i=1Ni logNi −O(N ).
Combining a trivial lower bound of N

B (we have to look at each record at least once) with
an application of our theorem to the above comparison lower bound, we obtain:

I/O(Duplicate−RemovalN) ∈ Ω

(
max

{
N log N

B −
∑k
i=1Ni logNi

B log M
B

,
N

B

})

We match this lower bound asymptotically with an algorithm that is a variant of merge
sort, where we “get rid of” duplicates as soon as we meet them. We use a block (of B records)
in internal memory to accumulate duplicates, transferring them to secondary storage as soon
as the block runs full.

The algorithm works like the standard merge sort algorithm. We start by making d N
M−B e

runs; we fill up the internal memory d N
M−B e times and sort the records, removing duplicates

as described above. We then repeatedly merge c runs into one longer run until we only have
one run, containing k records. c = bMB c−2 as we use one block for duplicates and one for the
“outgoing” run. It is obvious that there are less than logc(d N

M−B e) + 1 phases in this merge
sort, and that we in a single phase use no more than the number of records being merged
times 2

B I/O-operations.
We now consider records of type xi. In the first phase we read all the Ni records of this

type. In phase j there are less than dN/(M−B)e
cj−1 runs and we therefore have two cases:

dN/(M−B)e
cj−1 ≥ Ni: There are more runs than records of the type xi, this means that in the

worst case we have not removed any duplicates, and therefore all the Ni records contribute
to the I/O-complexity.
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dN/(M−B)e
cj−1 < Ni: There are fewer runs than the original number of xi’s. There cannot be

more than one record of the type xi in each run and therefore the recordtype xi contributes
with no more than the number of runs to the I/O-complexity.

The solution to the equation dN/(M−B)e
cj−1 = Ni with respect to j gives the number of

phases where all Ni records might contribute to the I/O-complexity. The solution is j =
logc(

dN/(M−B)e
Ni

) + 1, and the number of times the recordtype xi contributes to the overall
I/O-complexity is no more than:

Ni

(
logc(

dN/(M − B)e
Ni

) + 1
)

+
logc(dN/(M−B)e)+1∑
j=logc(

dN/(M−B)e
Ni

)+2

dN/(M −B)e
cj

Adding together the contributions from each of the k records we get the overall I/O-
complexity:

I/O ≤ 2
B

N +
k∑
i=1

Ni (logc(
dN/(M − B)e

Ni
) + 1

)
+

logc(dN/(M−B)e)+1∑
j=logc(

dN/(M−B)e
Ni

)+2

dN/(M − B)e
cj




=
2
B

[
N +N logc(dN/(M −B)e) −

k∑
i=1

Ni logcNi +N+

k∑
i=1

dN/(M −B)e ·

logc(dN/(M−B)e)+1∑
j=0

(c−1)j −
logc(

dN/(M−B)e
Ni

)+1∑
j=0

(c−1)j




=
2
B

[
N +N logc(dN/(M −B)e) −

k∑
i=1

Ni logcNi +N +
N − k
c2 − c

]

= 2
N log(dN/(M − B)e) −

∑k
i=1 Ni logNi

B log(dMB e − 2)
+

4N
B

+
2(N − k)
B(c2 − c)

∈ O

(
max

{
N log N

B −
∑k
i=1 Ni logNi

B log M
B

,
N

B

})

5.2 Determining the Mode

We wish to determine the mode of a multiset, i.e. the most frequently occurring record. In
a start configuration, the N records reside at the beginning of the secondary storage. The
goal is to have an instance of the most frequently occurring record residing first in secondary
storage and all other records immediately after. Formally this corresponds to the following
predicate:

QP (y) = ∀j 1 ≤ j ≤ N : |{i | yi = y1, 1 ≤ i ≤ N}| ≥ |{i | yi = yj , 1 ≤ i ≤ N}|

Munro and Raman [93] showed that N log N
a −O(N ) is a lower bound on the number of

ternary comparisons needed to determine the mode, where a denotes the frequency of the
mode. This must also be a lower bound on the number of binary comparisons, thus, our
theorem, again combined with a trivial lower bound of NB , gives the following lower bound on
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the number of I/O-operations:

I/O(modeN ) ∈ Ω

(
max

{
N log N

aB

B log M
B

,
N

B

})
The algorithm that matches this bound is inspired by the distribution sort algorithm

presented by Munro and Spira [94]. First, we divide the multiset into c disjoint segments of
roughly equal size (a segment is a sub-multiset which contains all elements within a given
range). We then look at each segment and determine which records (if any) have multiplicity
greater than the segment size divided by a constant l (we call this an l-majorant). If no
segments contained an l-majorant, the process is repeated on each of the segments. If, on
the other hand, there were any l-majorants, we check whether the one among these with the
greatest multiplicity has multiplicity greater than the size of the largest segment divided by l.
If it does, we have found the mode. If not, we continue the process on each of the segments
as described above.

We now argue that both the division into segments and the determination of l-majorants
can be done in a constant number of sequential runs through each segment.

To determine l-majorants we use an algorithm due to Misra and Gries [91]. First, l − 1
candidates are found in a sequential run through the segment in the following way: For each
record it is checked whether it is among the present l−1 candidates (initially each of the l−1
candidates are just “empty”). If it is, this candidates multiplicity is incremented by l − 1.
If not, all the candidates multiplicities are decremented by 1, unless any of the candidates
had multiplicity 0 (or was “empty”), in which case the record becomes a candidate with
multiplicity l−1 instead of one with multiplicity 0. When the run is completed, if there were
any l-majorants, they will be among the candidates with positive multiplicity. This is checked
in another sequential run, where the actual multiplicities of the candidates are determined.
Note that l must be less than M −B because the l candidates have to be in internal memory.

The division of a segment into c disjoint segments of roughly equal size is done by first
finding c pivot elements, and then distributing the records in the original segment into the
segments defined by the pivot elements in a sequential run. We use one block in internal
memory for the ingoing records, and c blocks, one for each segment, for the outgoing records
(this means c ≤ bMB c − 1). Aggarwal and Vitter [5] describe an algorithm to find

√
M
B pivot

elements in a set in O(NB ) I/O’s. The algorithm satisfies the following: If d1, d2, . . . , d√M
B

denote the pivot elements and Ki denotes the elements in [di−1, di[ then N

2
√

M
B

≤ |Ki| ≤ 3N
2
√

M
B

(?). We now wish to argue that a slightly modified version of the algorithm can be used to
find pivot elements in a multiset so that either |Ki| ≤ 3N√

M
B

or else all the records in Ki are

equal.
We start by using the algorithm by Aggarwal and Vitter. This algorithm depends almost ex-
clusively on the k-selection algorithm that finds the kth smallest element in a multiset in linear
time [29]. This means that if we implicitly assume an order of equal records, namely the order
in which we meet them, the resulting pivot elements define segments that satisfy (?). Some
of the pivot elements might be equal, and we therefore use some slightly different elements. If
di−1 6= di = di+1 = . . . = di+k 6= di+k+1, we use the elements di−1, di, succ(di+k) and di+k+1,
where succ(d) is the successor to d in the record order (in the case where succ(di+k) = di+k+1,
we only choose the three pivot elements di−1, di and succ(di+k)). The segments now either
consist of all equal records, or else they are no more than double the size of the segments

158



︸ ︷︷ ︸
equal

di−1 di di+1

Figure 4: “The worst case”: di−1 6= di 6= di+1 and [di−1, di[ contains one element whereas
[di, di+1[ is double the intended size.

we get, assuming that all records are distinct. This can be seen by looking at the “worst
case” which is when di−1 6= di 6= di+1 and all records in ]di−1, di[ are equal, and consequently
[di, di+1[ and ]di−1, di+1[ contain the same elements (see Figure 4).

We have argued that the number of I/O-operations at each level is proportional to N/B,
and the analysis therefore reduces to bounding the number of levels. An upper bound on the
size of the largest segment on level j must be N

( 1
3

√
M/B)j

. It follows that the algorithm can

run no longer than to a level j where N

( 1
3

√
M/B)j

/l ≤ a. Solving this inequality with respect

to j, we find that no matter what value of l we choose in the range {B, . . . ,M − B}, we

get a bound on the number levels of O
(

log N
aB

log M
B

)
. This gives us the matching upper bound of

O

(
N log N

aB

B log M
B

)
.

6 Remarks and Open Problems

In the previous section we showed tight bounds on the problems of removing duplicates from
a multiset, and determining the mode of a multiset. As mentioned in the introduction,
previously known techniques [5] give only trivial lower bounds on these problems. On the
other hand our theorem is also limited in the sense that there are problems for which it is
useless. One example is the problem of permuting N records according to a given permutation
π. An interesting and important problem “lying between” duplicate removal and permuting
is multiset sorting. This problem is analyzed in [81], and lower bounds are given, both using
our theorem and a (reduction-) variant of the technique from [5]. The obtained lower bounds
are quite good, but we believe there is room for improvement.

Another interesting problem is to extend the model in which the lower bounds apply.
Especially it would be interesting to extend our theorem to an I/O version of algebraic
decision trees - thus allowing arithmetic. This would probably give interesting bounds on e.g.
a number of computational geometry problems.
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