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Abstract

Nondeterminism is modelled in domain theory by the notion of a powerdomain,
while probability is modelled by that of the probabilistic powerdomain. Some
problems arise when we want to combine them in order to model computation in
which both nondeterminism and probability are present. In particular there is
no categorical distributive law between them. We introduce the powerdomain of
indezred valuations which modifies the usual probabilistic powerdomain to take
more detailed account of where probabilistic choices are made. We show the
existence of a distributive law between the powerdomain of indexed valuations
and the nondeterministic powerdomain. By means of an equational theory we
give an alternative characterisation of indexed valuations and the distributive
law. We study the relation between valuations and indexed valuations. Finally
we use indexed valuations to give a semantics to a programming language. This
semantics reveals the computational intuition lying behind the mathematics.

In the second part of the thesis we provide an operational reading of contin-
uous valuations on certain domains (the distributive concrete domains of Kahn
and Plotkin) through the model of probabilistic event structures. Event struc-
tures are a model for concurrent computation that account for causal relations
between events. We propose a way of adding probabilities to confusion free
event structures, defining the notion of probabilistic event structure. This leads
to various ideas of a run for probabilistic event structures. We show a confluence
theorem for such runs. Configurations of a confusion free event structure form
a distributive concrete domain. We give a representation theorem which char-
acterises completely the powerdomain of valuations of such concrete domains in
terms of probabilistic event structures.
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Introduction






Chapter 1

The Nature of Computation

Computing machines are a fundamental component of the human environment.
Our cars, mobile phones, banks, supermarkets, and therefore our whole everyday
life, rely on computers. It is extremely important that computers do what we
expect from them. The need to understand computation is vital.

In the era of the Internet, computers perform concurrent activities, commu-
nicating continuously with each other. Complex systems of several communi-
cating machines are extremely difficult to understand. On top of the inherent
complexity of the system, we have to deal with the possibility of failure of each
component, with failing and noisy channels of communication and with mali-
cious intrusions.

Often we cannot reasonably hope to understand the exact behaviour of a
complex system, but we may still have enough information to determine the
probability that some behaviour is observed.

Sometimes we can also exploit a probabilistic behaviour to our advantage.
All modern security protocols, for instance, involve the use of randomness, and
it is clear how widespread is the use of computer security, from e-commerce to
military applications.

It is therefore important to understand the nature of computation involving
probability and concurrency. To obtain this, we make use of mathematical
structures, called models. It is crucial that the models are abstract enough to
ignore small details that may hinder our comprehension and yet have enough
complezity to provide useful information.

An essential tool for modelling computation is the mathematical notion of
nondeterminism. Nondeterminism is not a feature of real systems, but is used
to obtain higher levels of abstraction and to compose simple models in order to
build more complex ones.

This thesis is a step towards a better understanding of computation involving
probability, nondeterminism and concurrency.

1.1 Semantics of computation
Semantics is the art of giving computer programs mathematical meaning. At

the most concrete level, programs can be just seen as strings of bits. They are
given as input to computers that perform different actions depending on which
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string has been given. A first rough notion of meaning for a program is simply
the behaviour of the computer. However, just as we cannot understand the
psychology of a person by studying the chemical reactions in their body, we
find the need of higher levels of abstraction, in order to really understand what
programs do.

To obtain this, we give semantics to programs, that is we build mathematical
models, we associate every program to some entity in a model, and then we study
the model. Often we give different semantics to the same program and we study
the relations between them.

The study of semantical models has various aims. First of all, semantical
models can give us information about a specific program. If we want to know
what a program does, we can study its semantics in some model, and obtain
the information we are looking for.

A second use of semantical models is to help us in designing better program-
ming languages. While we give semantics we may realise that, if the language
were organised in a different way, giving semantics would be easier, or clearer.
A programming language with a neat semantics can be easier to reason about.

Finally we can use semantical models to understand the nature of compu-
tation. In some cases we may realise that giving semantics would be easier,
if the model were structured in a different way. Or we may realise that it is
impossible to give semantics using the model we have. Sometimes models seem
appropriate at the first sight, but a more thorough study reveals unexpected
problems. This tells us that our understanding of what we want to model is
flawed or incomplete, and must be reviewed. On the other hand, if we can for-
malise mathematically some intuition we have, we strengthen our belief in that
intuition.

This thesis mainly fits the last approach. We study two mathematical mod-
els for computation involving probability. The first model is an example of how a
pure mathematical notion (the notion of distributive law in category theory) en-
hances our understanding of the nature of computation. The second is a formal
model for probabilistic concurrent computation that confirms some intuitions
we have.

In both cases the main part of the work is purely mathematical, with def-
initions, lemmas, theorems. However, some computational intuition will be
provided along the way.

1.1.1 Operational versus denotational

Among the different semantical models, it is customary to make distinctions be-
tween operational models, and denotational models. Operational models tend to
be built upon some notion of an abstract computer, while denotational models
use other mathematical frameworks. Denotational models are usually charac-
terised by compositionality: the denotation of a complex program is obtained by
composing (in some rigorous mathematical sense) the denotations of the simpler
parts of the program.

Sometimes, though, operational semantics is compositional too. We feel that
the distinction between the two kinds of semantics is blurred, but such, rather
philosophical, discussion is beyond the scope of this thesis. For an introduction
to the topic, we refer to Winskel’s book [Win93].
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1.1.2 Denotational semantics

Denotational semantics originated in the sixties from the work of Dana Scott and
Christopher Strachey [SS71]. Domain theory [Plo83, AJ94, GT03] was mainly
developed as a mathematical foundation for denotational semantics. Domain
theoretic models were used to give semantics to functional programming lan-
guages, from the untyped lambda-calculus [Sco72] to PCF [Plo77, Mil77]. It
was soon discovered that in domain theory it was difficult to model the notion
of sequential evaluation. More complex tools were invented, see for example
[Ong95, HO00].

Labelled transition systems (see [WN95]) are the standard models for con-
current computation, but they are usually considered to belong to the class of
operational models. More denotational in flavour is the notion of event struc-
ture [Win80, Win87]. Event structures and domain theory are related [NPW81].
More recently Winskel proposed the categorical notion of presheaf as suitably
rich denotational model for concurrency [NWO03].

1.1.3 Nondeterminism and Concurrency

Nondeterminism is an important semantical concept, often used for abstracting
away from details. When we model a program using nondeterminism, we want to
model the fact that the program can perform different actions, without recording
any further information on which action will be actually performed. As pointed
out by previous authors (see for instance [Seg95, dA97, Sto02]), this feature is
useful in the following situations

e implementation The high level description of a language abstracts away
from implementation details. Different implementations produce different
behaviours. To account for them, nondeterminism is used. Often one
aims to showing that the behaviour is essentially independent from the
implementation details.

e scheduling In concurrent systems, sometimes one wants to abstract away
from the order in which independent components perform their computa-
tions. This can be done using nondeterminism.

e communication with the environment In the compositional semantics
of concurrent systems, one wants to model different components separately
and combine them. When modelling one component we have to account
for the possibility of communicating with other components. Before the
system is put together we do not know which communications will actually
happen. The possibility of performing different communications is dealt
with using nondeterminism.

e competition for communication Even when a concurrent system is
put together, different components may compete for communication. This
competition may be resolved by the scheduling of the components or may
depend on details we want to abstract away from.

e lack of probabilistic information When different behaviours are pos-
sible one can sometimes estimate the relative probabilities. Sometimes,
though, one cannot do this, because the information available is not
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enough to produce a meaningful estimate, and so one must resort to non-
determinism

Most labelled transition systems use nondeterminism to model concurrency.
Such models are called interleaving models. A computation is a linear sequence
of event. When two events are concurrent, they can happen in any order non-
deterministically. Event structures instead provide a non-linear notion of com-
putation. Such models are called causal models, because the order in which two
events happen is recorded only in so far as there is some causal relation between
them. Both event structures and transitions systems still feature nondetermin-
ism.

There are also various possible views of nondeterminism.

1. A nondeterministic system can show different behaviours and sometimes
we have simply to account for all the possibilities.

2. If we consider the various possibilities as a menu from which we can choose
the action we like, we may ignore bad behaviours.

3. If the choice is not under our control but it is made by some external agent,
we usually imagine it as malicious as possible, and we consider only the
worst cases.

The notion of powerdomain [Plo76, Smy78] was introduced to model nonde-
terminism in domain theory. The three different views of nondeterminism de-
scribed above correspond to three different notion of powerdomain, the Plotkin,
the Hoare and the Smyth powerdomain respectively [Win83].

1.1.4 Probabilistic computation

There are various applications of probability theory to computer science. We
can design algorithms which take advantage of random choices during the com-
putation [Sri95]. We can design cryptographic protocols using random choices
to increase security [GM99]. In a distributed setting we can use random choices
to break symmetries [Lyn96, HP00]. On the other hand probabilistic models
allow us to consider phenomena (noise, malfunction, intrusion) which in the real
world can affect computations [Han91]. Probability theory is also a fundamental
ingredient in the theory of quantum computation [Bra, NC00].

Sequential programming languages can feature probabilistic choice explic-
itly as a constructor [Jon90], or via random assignment (if the language is
state-based) [Koz81]. The explicit approach is usually followed for concurrent
languages [vGT90, GJS90, BK00, Low93, Sei95].

Probability has been modelled in domain theory through probabilistic pow-
erdomains [SD80, Jon90, JT98, Edad5a]. Various kinds of probabilistic transi-
tion systems exist [vG190, LS91]. Often such transition systems model both
probability and nondeterminism [SL95]. The only probabilistic notion of event
structure we are aware of is the one presented in Katoen’s thesis [Kat96].

Sometimes probabilistic choice is considered as a refined version of nonde-
terministic choice. When different behaviours are available, we might decide to
choose by flipping a coin in order to mislead some kind of “adversary”. This
adversary could be the one that finds the worst case for an algorithm, could be
an eavesdropper, or could be a scheduling policy that maintains an undesirable
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symmetry. Alternatively, we might know some information on how the choice
is made by the external agent. In both cases we can tell with which probability
each possible action is performed.

Once “atomic” actions are endowed with probabilities, we can evaluate the
overall probability that some observable event happens. We might want to know
with which probability a value is output, a final state is attained, or a sequence
of actions is performed. Due to well known limitations of measure theory, we
cannot always assign probabilities to all possible observations, and sometimes
we have to restrict to the “measurable” ones.

In some computational models we can keep track of how long it takes to
perform an action. These durations can sometimes be expressed by random
variables. We will not deal with this kind of models in this thesis.

1.1.5 Probability and nondeterminism

Models have been studied which deal with both nondeterminism and probabil-
ity, especially in concurrent systems. Even when we consider probabilistic choice
as refinement of nondeterministic choice, we still want to abstract away from
scheduling policies and we need to model communication. As observed above,
nondeterminism is required for this. There are extensions of CCS [Han91], CSP
[M*94] , and 7-calculus [HP0O] which combine probability and nondetermin-
ism. There are various operational models of this kind [BSdV03]. One of the
leading models is that of probabilistic automata [SL95, Sto02]. On the domain
theoretic side, some work had already been done to combine the probabilistic
powerdomain with the nondeterministic one [Mis00, Tix99]. We will discuss this
work in Chapter 4.

1.2 Contents and structure of the thesis

I outline here the structure of the thesis. There are three parts: an introductory
part, and one part for each model we study. The last two parts are logically
independent of each other, and can be read in any order.

In Chapter 2 we provide a quick overview of the preliminary notions we need
for the main body of the thesis. There is little original work there, although the
section on domain theory contains some definitions of mine.

In Part IT we study the notion of indexed valuation, as a denotational model
for probabilistic computation. This model arises from the need of combining
probabilities and nondeterminism. The probabilistic powerdomain and the non-
deterministic powerdomain do not combine nicely. In technical terms, there is
no distributive law between the two monads. We face this mathematical prob-
lem discovering where the core of the problem lies and we propose our solution
which amounts to a modification of the probabilistic powerdomain. First, we
perform our constructions simply using sets. This provides already most of the
intuitions and is also preparatory to the more involved and technical construc-
tion of domain theory. Finally we use our construction to give denotations to a
simple programming language.

Chapter 3 begins by showing the failure of the distributive law. We then
define indexed valuations in the category of sets. We show that they form a
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monad. We show the existence of a distributive law between the indexed valua-
tion monad and the finite nonempty powerset monad. We provide an equational
characterisation of such construction. Finally we provide a construction for a
different equational theory, inspired by the work of Tix and Mislove. In Chap-
ter 4 we define indexed valuations in the category of continuous domains. We
show the relation between indexed valuations and continuous valuations. We
show the existence of the distributive law between indexed valuations and the
Hoare powerdomain. We propose alternative definitions of indexed valuations
and discuss their merits and limitations. In Chapter 5 we give an operational
and denotational semantics to a programming language with probabilistic prim-
itive. We study the language both with and without recursion, and show ad-
equacy theorems. Then we add nondeterministic choice to the language. We
give operational semantics in terms of probabilistic automata, and we give de-
notational semantics both in terms of indexed valuations and in terms of the
convex powerdomain of Tix and Mislove. Different adequacy theorems show the
computational meaning of the two models.

In part III we study the notion of probabilistic event structures, as a causal
model for probabilistic concurrent computation. We discuss the problems aris-
ing when one wants to add probabilities to event structures. This leads us to
study the restricted notion of confusion free event structure. In this restricted
setting we are able to extend the classic theory of event structures. We show
connections between probabilistic event structures and domain theory. We also
show connections between probabilistic event structures and the standard in-
terleaving models.

In Chapter 6 we define the notion of confusion free event structure. We
then define the notion of valuations on a confusion free event structure. We
first define a notion that assumes probabilistic independence of all choices and
then we generalise it removing this assumption. We show the relation between
valuations on the event structure and continuous valuations on the domain of
configurations. We define a further generalised notion of valuation on a confu-
sion free event structure that uses subprobability distributions. This allows us
to characterise completely continuous valuations in terms of valuations on event
structures. Finally we provide a categorical view of probabilistic event struc-
tures. In Chapter 7 we define various notions of a run of an event structure.
We first define a linear notion, similar to the corresponding notion in the inter-
leaving models. Then we define a notion more sensitive to the causal nature of
event structures. We discuss some of the properties of the latter. In particular
we show a confluence theorem for such runs. Using runs, we give an alternative
characterisation of valuations on an event structure. Finally we characterise the
maximal valuations on the domain of configurations.

1.3 Acknowledgements of collaboration

I acknowledge here the external contributions to my work. Of course, I take
responsibility for the many errors and inelegances still contained in this thesis.

In autumn 2000 I was having difficulties in combining the probabilistic and
nondeterministic monads. Luigi Santocanale had suggested to me to use a
distributive law, but I could not prove the obvious definition correct. Andrzej
Filinski showed me how he had managed to combine the two monads in ML.
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I noticed that his implementation of the probabilistic monad in terms of lists
did not satisfy the law A+, A = A and I decided to exploit this observation. At
the same time, after an email correspondence, Gordon Plotkin proved that there
is no categorical distributive law between the nondeterministic monad and the
usual probabilistic monad. At the beginning I was trying to describe the new
construction in terms of multisets, but Glynn Winskel suggested the better idea
of using indices. We were then able to show the existence of the distributive
law between indexed valuations and powerset in the category of sets. Later I
found out about Gautam’s theorem (3.1.1), which implies the existence of the
distributive law. I worked a lot in the category of continuous domains, but
the lack of concrete representation made it difficult to prove the existence of
the distributive law. Achim Jung suggested the idea of exploiting the bases,
although I'm still not able to produce a nice, short, elegant proof based on that.
Later I had the idea of using Beck’s theorem instead.

At the beginning of 2002 I was trying to study a probabilistic version of the
language SPL of Federico Crazzolara and Glynn Winskel [CWO01]. This language
has a semantics in terms of Petri nets, so I was looking for a suitable notion
of probabilistic Petri nets. I could not find any, therefore in the spring 2002 I
talked with Mogens Nielsen about it, we came up with a nice definition and we
produced a paper [VNO03]. Mogens observed that confusion free Petri nets were
particularly well behaved and he had the idea that led to the first formulation
of the confluence theorem in terms of Mazurkievicz equivalence. The original
proof I gave of that theorem was extremely technical and unfortunately the
referees were not impressed. The notion of probabilistic Petri nets we present in
[VNO3] corresponds to that of event structure together with a local valuation.
At the same time Glynn suggested the idea of building probabilistic models out
of a simple process language and defined the notion of global valuation with
independence. This notion was later generalised, removing the independence
assumption.

My original notion of run was the one that is now called ‘inductive test’.
Later Glynn saw that the right definition for a run would be the one of finitary
test, and suggested the characterisation of global valuations in terms of tests
(Theorem 7.4.1) T had the idea that every global valuation with independence
would extend to a continuous valuation and I proved it. The statements of the
two combinatorial lemmas are mine. The proof of the first is due to Glynn while
the BSV lemma was proved by Moritz Becker, Gareth Stoyle and myself, during
a hot afternoon in room FE22 of the William Gates Building.
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Chapter 2

Preliminary Notions

This chapter introduces the notions we need in the next two parts. Most of the
material is not original. We assume little previous knowledge from the reader:
basically some set theory and some category theory. For everything else we
aim at giving a self contained, although quick, introduction to the subject mat-
ter. In the first section we fix some notational convention. Section 2.2 is on
category theory, mainly monads and adjunctions. We also define the notion of
distributive law and present the notion of monad as model for computational
effects. Section 2.3 is on domain theory, mainly continuous domains, and it
contains some definitions of mine, that I did not find in the literature. Section
2.4 introduces some notions of universal algebra and the notion of nondeter-
ministic powerdomain. Section 2.5 presents the relevant notions of measure
theory, with particular focus on the notion of valuation for a topology. Section
2.6 introduces various notions of transition systems, with particular focus on
probabilistic automata.

All sections introduce the relevant notation. The reader can find pointers
to the most important symbols and key words in the index at the end of the
thesis.

2.1 Notation

In this thesis we will refer to more entities than there are letters in the Greek
and Latin alphabets combined. Some overloading of the notation is therefore
inevitable. We will try to respect the following general guidelines.

Capital letters A, B,C, X,Y, Z usually denote sets. They are sometimes
decorated with indices, dashes, tildes. Elements of such sets are denoted by
lowercase letters a, b, ¢, x, y, z, possibly decorated. When a set is used to index
a family, it is denoted by letters from the middle of the alphabet I,J, K. Its
elements are denoted by i, j, k. Sometimes we will use calligraphic letters S, 7
to denote sets of sets.

If ®(z) is some predicate and X is a set, we write {z € X | ®(z)} to
denote the set of elements of X which satisfy ®. We write {z | ®(z)} when
X is understood to be some kind of “universe”. We will use |X| to denote the
cardinality of X.

When f: X — Y is a function, and A C X we denote by f(A) the image

11
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of A under f, i.e. theset {y € Y|3a € A.f(a) = y}. If B CY, we denote by
f~Y(B) the inverse image of B under f, i.e. the set {x € X |3b € B.f(z) = b}.
If f is a partial function, the domain of f is the subset of X where f is defined.

If = is an equivalence relation on a set X, we denote the set of its equivalence
classes by X/ =.

If X is a set, the powerset of X will be denoted by P(X). The finite and
nonempty powerset will be denoted by P(X), while the finite powerset (includ-
ing the empty set) will be denoted by P, (X). When Y is a finite set and Y C X
we write Y Cy;p X. If Iis a set, functions f : I — X are sometimes called
families indexed by I. A family indexed by I is sometimes denoted by (x;);cr or
simply (x;). Families indexed by the set of natural numbers are called sequences.
Sometimes, we use the word ‘family’ also to denote a set of sets.

As usual X UY denotes union, X NY denotes intersection and X \' Y denotes
theset {z € X |z ¢ Y}. I S is a set of sets, we write | JS to denote {z | IX €
S.x € X} and (S to denote {z | VX € S.z € X}. If (X;)ier is a family of
sets, we write (J;.; Xi to denote {x | 3 € I.x € X;} and (,.; X; to denote
{z |Vielxe X;}. We write X WY to denote X UY when X NY = 0.

Sometimes we use the lambda notation to denote functions. If exp(x) is an
expression such that for every z € X, exp(z) € Y we write Az.exp(x) to denote
the function f: X — Y such that f(z) = exp(2).

When we want to define a term ¢ using an expression exp we use the “as-
signment” notation ¢ := exp.

We will use the symbol N to denote the set of natural numbers {0, 1,2,...}.
The cardinality of N is denoted by Wg. A set of cardinality Ry is called countable.
With the notation I,, we denote the set {1,2,...,n} C N. Note that in this thesis
I, begins with 1.

The symbol Q denotes the rational numbers, while R denotes the real num-
bers. We use the usual interval notation for real numbers, with [z, y[ for example
denoting the set {z € R | z < 2z < y}. With RT we denote the set of nonnega-
tive real numbers. With RT we denote the set RT U {400} where +o0 is a new
element and the order relation is extended so as to make 4+oo the maximum.
Addition and multiplication are extended to Rt by

oo ifz > 0;

o0+ T = 00; OO'IZ{ 0 ifz=0.

Let X be a set and let f : X — RT. For every Y C X we define
fYT=) )= sup > f(2).
yey Z&yinY ez
I like to point out the following, possibly not very well known, fact.
Proposition 2.1.1. If f[Y] < +oo then |Y| < V.

Proof: [Pro70] For every n € N consider the set Y, :={y € Y | f(y) > 1}.
Clearly |Y,| < n- f[Y], that is Y}, is finite. Notice that Y = |J,,cy Y. Since the
countable union of finite sets is at most countable, Y is at most countable. [

If X is a set, the set of finite strings over X is denoted by X*, the set of
countable sequences is denoted by X* and X := X* U X“.

Other conventions will be introduced along with the introduction of new
concepts.
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2.2 Category theory

Category theory is recognised to be one of the most important mathematical
tools in theoretical computer science. Its abstractness and expressiveness allow
us to see connections between different subjects, and provide fruitful insights. It
is way beyond the scopes of this introduction to support this argument. Some
interesting reading on this can be found in [WN95, AJ94, Mog91, C()S] and
elsewhere.

2.2.1 Basic notions and notation

We refer, for the basic definitions to [Mac71], a good elementary introduction
is also [CHWO02]. We assume the reader knows the notions of category, functor,
natural transformation, adjunction.

We use the following notation: A-LB [C] means that f is an arrow between
A, B in the category C. Also we write A € C when A is an object of C. Often

we write A~ B or f+ A — B when the category is clear from the context. The
identity on an object A is denoted by Id4. Commutative diagrams are used in
the standard way, as graphical representation of equalities between arrows.

Natural transformations are arrows in the functor category. We usually use
Greek letters for natural transformations. Sometimes we will denote them with
the dot notation: o : F—G. We denote horizontal composition by juxtaposi-
tion: if « : F—G and 3 : F'——G’, then Ba : F'F——G’G. In this context we
denote the identity natural transformation on a functor F' by the letter F as
well. We denote an adjunction F' 4 G by (F,G,n,¢€) : C — D where F': C — D
and 7, € are the unit and the counit. A standard theorem that we use is the
following, characterising adjunction in term of universality.

Theorem 2.2.1 ([Mac71]). Let G : D — C be a functor. Suppose for every
object A € C there exists an object F(A) € D and a morphism AZG(F(A))[C]
satisfying the following universal property: for every ALG(X )[C] there exists
a unique g, F(A)-2X[D] such that

A s G(F(A))
\\ lc(g)
G(X).

Then F' can be uniquely extended to a functor F : C — D such that F 4G and
1 1s the unit of such adjunction.

Note that it is not required that F' be a functor: it is a consequence of
universality. If X LY[C] then F(f) is defined as the unique arrow such that

Xx—* S GF(X))

| T eew

Y477y> (F(Y)).

This also shows that 7 is automatically natural.
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2.2.2 Algebras and coalgebras

An algebra for an endofunctor F' : C — C is simply an object A € C together

with an arrow F' (A)LA. The object A is called the carrier, while the arrow k
is called the structure. The dual concept is called coalgebra.

Algebras form a category C¥', where a morphism (X, k)i>(X’, KN[CH] is

given by an arrow X x [C] such that the following diagram commutes.

Fx) 2L poxy
kl lk’ (C]
X X'

¢

The initial object in the category of algebras, when it exists, is called initial
algebra. The dual notion is that of final coalgebra.

Coalgebras are an important tool in theoretical computer science. Transition
systems and bisimulations of different kinds can be defined using coalgebras
[RT94]. A bisimulation between two coalgebras (X, k), (X', k) is an object R

together with arrows R—-X, R--X'[C] such that there exists a coalgebraic
structure r on R which makes p,p’ coalgebra morphisms. Two coalgebras are
bisimilar if there exists a bisimulation between them.

The leading example are labelled transition systems [RT94]. Consider the
functor X — P(A x X) in the category SET of sets and functions. A coalgebra
for this functor is a A-labelled transition system. Two transition systems are
coalgebraically bisimilar if and only if they are bisimilar in the sense of Park
and Milner [Mil89)].

2.2.3 Monads

A monad on a category C is an endofunctor T' : C — C together with two
natural transformations, n? : Idc — T, the unit, and p* : T? — T, the
multiplication, satisfying the following axioms.

T T

AP N R

T
Ik l“ Idr

T

TT
T3$T2

MTTl luT

TQT)T

If T is a monad and if f : X — T(Y), the Kleisli extension fT:T(X) — T(Y)is

T
defined as T(X)&T(T(Y))LT(Y). The Kleisli Category of the monad

T, denoted by Cr has the same objects as C and XLY[CT] if and only if
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X LT(Y)[C]. The identity is the unit of the monad, while composition is
defined using the Kleisli extension.

Monads can equivalently be defined using the Kleisli extension as a primitive
notion and deriving the multiplication by % =TI dTT( x)-

2.2.4 Monads as computational notion

Eugenio Moggi [Mog91] introduced the idea of using monads to represent com-
putational effects in denotational semantics. The semantics of a typed program-
ming language can be given in terms of category theory. Types are interpreted
by objects, while terms in context are interpreted by morphisms. Composition
of morphisms corresponds to substitution of variables for terms. Categorical
product is used to model terms with more than one free variable. If the lan-
guage admits function types, the model is required to be a cartesian closed
category. Recursion is usually modelled by using a category of domains. For
instance if x : 71 F ¢ : 75 is a term in context, its interpretation is a morphism
[t] : [m1] — [72]. Intuitively the program ¢ takes in input values of type 7 and
returns values of types 75. This intuition does not take into account different
computational features such as nondeterminism, probabilistic choice, nontermi-
nation, exceptions and so on. A program may fail to return any value, or may
return many values, etc... The notion of a monad is a way to embrace all these
possibilities.

Suppose T : C — C is a monad. The general idea is that if an object [7]
represents values of type 7, then T'([r]) represents computations of type 7. The
unit n% : X — T(X) interprets values as computations, while the multiplication
pk  T(T(X)) — T(X) “fattens” computations over computations. Terms of
the language are not interpreted in the category C but in the Kleisli category
Cr. Intuitively a program takes values as input but returns computations.
The powerset (or powerdomain) monad is used to model nondeterminism, the
powerdomain of valuations is used to model probabilities, and so on.

In many cases the monad is freely generated by the operations we want to
model. The nondeterministic powerdomains are generated by the nondetermin-
istic choice operator Y. The normalised probabilistic powerdomain is generated
by the probabilistic choice operator @,. A recent account of this point of view
can be found in [PP02]. See also Section 2.4.

2.2.5 Algebras for monads

An algebra for a monad (T,nT,u”) is an algebra (A, k) for the functor T,
satisfying the following compatibility axioms.

A% 7(a) T2(4) 2> ()
Ida l/k lT(k) lk
A T(A) — A

When (7,77, ") is a monad on C, we denote the category of algebras for
T by CT. It will be clear from the context whether we talk of the algebras for
the functor or the algebras for the monad.
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Every adjunction (F,G,n,€) : C — D generates a monad on GF : C — C,
with n¢F := 5 and pu" := GeF. Conversely, given a monad T, there is an
adjunction FT 4 UT : C — CT, where U7 is the forgetful functor sending an
algebra to its carrier

(X, k) X
Ut ¢l = l¢
(X', K) X’

while F'7' sends an object to its multiplication (the free algebra)

X (TX,1%)
FT. ¢L = lT(cb)
X’ (TX', %)) -

This adjunction generates precisely the monad (T, n”, u®).

Suppose we have an adjunction (F,G,n,¢) : C — D generating a monad
(T,n™, uT). Such a monad generates the adjunction (F7, U, nT €T). There is
a “comparison” functor K : D — CT, defined as

D (G(D)Glep)
K: fl — lG(f)
D GD),Clen)

satisfying UTK = G and KF = FT.

2.2.6 Beck’s monadicity theorem

The following fundamental theorem characterises the so called monadic adjunc-
tions, that is the adjunctions freely generated by monads. To understand its
statements we need to recall the definition of creation and of split coequaliser.
A functor F' : C — D creates the limit for a functor D : I — C when, if F'o D
has a limit (L, (f;)ie1) in D then there is a D-cone (L', (f!)ic1) in C such that
(F(L"), (F(f]))ier) is alimit in D and all such D-cones are limiting for D. More
simply, in order for F' to create the limit for D it is enough that if (L, (f;)ier)
is a limit for F'o D in D then there exists a D-cone (L', (f!)ie1) in C such that
(E(L"), (F(f])ie1) = (L, (fi)ie1) and all such cones are limits for D.
f
A split coequaliser for a parallel pair of arrows C' ?D is an arrow D——F

such that there exist two arrows E—~D and D—C satisfying ef = eg, es =
1g, tf =1p, tg = se.

As the name suggests, split coequalisers are indeed coequalisers. More than
this, they are absolute coequalisers, that is they are preserved by any functor
whatever. We can now state the theorem.

Theorem 2.2.2 (Beck). The comparison functor K defined above is an equiv-
alence if and only if the functor G : D — C creates coequalisers for those parallel
arrows f,g for which the pair Gf,Gg has a split coequaliser in C.
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This is the form in which we will use this theorem. Further details can be
found in Maclane’s book [Mac71].

2.2.7 Distributive laws

A general tool for combining two monads is the notion of distributive law [Bec69].
Suppose we have two monads (7,77, u7), (S,7°, ©°) on some category. A dis-
tributive law of S over T is a natural transformation d : ST——TS satisfying
the following axioms:

N N

ST —————T5 ST —————T5
59T —245 9175 —%55 759
uSTl lTuS
ST y TS
sTT L~ 757 L4 T8
SuTl l;LTS
ST - TS .

With a distributive law we can define a monad on the functor T'S. If d :
ST—-TS is a distributive law, then (T'S,n"n%, (1 %) o TdS) is a monad.

TSTS a5 TTSS T TS

A monad morphism between T and S is a natural transformation o : T—— S
which suitably commutes with units and multiplications. A lifting of the monad
T to the category of S-algebras is a monad (T, nT,uT) on C*, such that, if
US : C% = C is the forgetful functor then

o UST =TUS;

° USnT — T]TUS;

o UST = TUS.

Beck has proved the following theorem [Bec69].

Theorem 2.2.3. Suppose we have two monads (T,n, uT), (S,n°, u®) on some
category C. Then the following are equivalent

1. distributive laws d : ST—TS;
2. multiplications p : TSTS——TS, such that

o (TS,n"n", 1) is a monad;



18 CHAPTER 2. PRELIMINARY NOTIONS

e the natural transformations n*S : S—=TS and Tn® : T—TS, are
monad morphisms;

e the following middle unit law holds:

Tnn"S
TS ———=TSTS
o
Idrs
TS

3. liftings T of the monad T to CS.

The way to obtain (2) from (1) has been sketched above. To obtain a lifting
from a distributive law we define T'(A4, o) as the S-algebra

da T (o)

ST(A) — . 78(4) T(4A) .

Conversely if we have the multiplication u we can define d by

n"TSn® u
ST ————TSTS————=T8S5 .

If we have a lifting 7', we define d by

S

TS ~
ST ————= STS — USFSTUSFS — USFSUSTFS
3 lUSeTFS

TS TUSFS:USTFS,

where € is the counit of the adjunction F* 4 US
The correctness of the above constructions is shown by several diagram
chases [Bec69].

2.3 Domain theory

Domain Theory is the earliest mathematical foundation for denotational seman-
tics. It is based on the idea of modelling recursion via fixed points. An early
but still valid overview can be found in [Plo83], while the standard references
are [AJ94], and the very recent account [GT03]. We introduce here only the
notions we use.

2.3.1 Partial orders

A preorder on a set X is a reflexive and transitive relation on X. We will use
the term preorder also to denote a structure (X, <), where < is a preorder on
X. An antisymmetric preorder is called a partial order. If what follows (X, <)
is a partial order. We also write x < 2’ to mean x < 2’ and x # 2.

An element x € X is maximal, if for ally € X, z <y = x = y. An element
x € X is a mazimum if for all y € X, y < z. Clearly there is at most one
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maximum. Dually one defines minimal and minimum elements. The maximum
is sometimes called top and it is denoted by T. The minimum is sometimes
called bottom and it is denoted by L.

When Y C X, an element z € X is an upper bound for Y, denoted by Y < z,
ify € Y = y < x. Any element is an upper bound of the empty set. If the
set of all upper bounds of Y has a minimum, this is called the supremum or the
least upper bound of Y, sometimes abbreviated as [ub. The lub of Y, when it
exists, is denoted by | | Y.

A subset Y of X is downward closed or lower if y € Y and x < y implies
x € Y. The dual concept is that of upward closed or upper set. If Y is any subset
of X, the downward closure of Y istheset |Y :={z€Y |y e Y,z <y}. The
notion of upward closure TY is defined dually.

A subset Y of X is directed if for every finite set F' C Y, there exists y € Y
such that F' < y. The dual concept is that of filtered set. Note that a directed
subset is not empty (consider the case F' = )). The lub of a directed subset Y’
is denoted by | |TY.

A lower directed set is called an ideal. The dual concept is that of a filter.

Ifr € Xtheset |z := [{z} ={y € X |y <z} is an ideal. It is called
the principal ideal generated by x. The dual notion, denoted by T x is that of
principal filter.

A subset Y of a partial order (X, <), is a chain if for every y,y’ € Y, either
y <y ory <y.If X is a chain then (X, <) is a total order.

A partial order is well founded if every nonempty chain has a minimum. Well
founded partial orders provide a notion of induction. If X is well founded and
if Y C X we have that Y = X if and only if foreveryx € X, if z2 <z = 2€Y
thenx €Y

If (X, <), (X', <) are two preorders, a function f : X — X' is called mono-
tonic 1, or covariant if x < y = f(x) < f(y). It is called contravariant® if
x<y= f(x) > f(y). If X is a set, Y is a preorder and f,g: X — Y are two
functions, then we say f < g if for every z € X, f(z) < g(x).

Finally we present a definition, which is the dual of the more famous notion
of embedding projection pair.

Definition 2.3.1. Let X,Y be partial orders, andlet i : X — Y, c:Y — X.
We say that (i,c) is a insertion closure pair if ioc = Idy and coi > Idx.

Note that if (i,c¢) is an insertion closure pair, then ¢ is injective, while i is
surjective.

2.3.2 Domains

A directed complete partial order (DCPO) is a partial order (D, C) such that
every directed subset of D has a lub. If D, E are two DCPOs, a function
f: D — Eis continuous if it is monotonic and for every directed subset X C D,
FUTX =17 F(X).

DCPOs will be usually denoted with the letters D, E. The order relation on
a DCPO will be usually denoted by C.

IThis is the standard name for that concept. A more precise denomination would be
isotonic.
20r antitonic.
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In every DCPO D an approzimation relation < is definable (also known as
the way-below relation). We say that ¢ < yif y C | |'Z = 3z € Za C 2.
When z € D we write |z to denote the set {y € D | y < x}, and dually for 1.
An element x is compact if x < x. Let B be a subset of a DCPO domain D.
For every x € D, we define B, = |[x N B. A subset B of a DCPO D is a basis
if for every x € D, xz = | | TB,. A DCPO D with a basis is called a continuous
domain. Tt is called w-continuous if it has a countable basis. If B is a basis for
D and B C B’ then B’ is also a basis for D. A DCPO D is an algebraic domain
if its compact elements form a basis. It is called w-algebraic if it has a countable
basis.

An example of a continuous domain is (R_+, <). Its way-below relation is

pLqiff (p<qorp=0).

A basis of RT is Qt := Q N R*. Therefore RT is actually w-continuous. It is
not algebraic, though, as the only compact element is 0. Another example is the
set S of finite and infinite words on a finite alphabet .S, with the prefix order.
The finite words form a basis of compact elements, so that S is w-algebraic.

The category of DCPOs and continuous functions is called DCPO. Similarly
we have the categories CONT, ALG,wCONT,wALG.

One way of interpreting the order on a DCPO is by saying that greater ele-
ments provide more information. One interpretation of the way-below relation
is the following: if # < y then the information provided by x is an essential
part of the information provided by y. More discussion on this subject can be
found in [AJ94].

The main theorem that justifies the use of domain theory in computer science
is the following.

Theorem 2.3.2. Let D be a DCPO with bottom, and let f : D — D be con-
tinuous. Then f has a minimum fized point, that is the set of d € D for which
f(d) = d is nonempty and has a minimum.

Fixed points are used to give denotations to recursive programs.

2.3.3 Abstract bases

The properties of the way-below relation suggest the following definition.

Definition 2.3.3. A relation < on a set X is an AB-relation if it is transitive
and satisfies the finite interpolation property: for every F' Cy;, X and for every
z€ X, Fexr = Jy € X. F<y<a. The structure (X, <) is called an abstract
basis.

Indeed, for every continuous domain D, with basis B, the structure (B, <) is
an abstract basis. A preorder is also an abstract basis. For AB-relations we shall
use the same terminology as for preorders. We therefore speak of monotonic
functions, lower sets, directed sets, and so on. In particular we recall that an
ideal is a lower directed set. The set of ideals of X is called Idl(X). For any
x € X the set tx(x) :=z :={y | y<z} is an ideal. Notice that directedness
implies the following property, that we call roundness: if T is an ideal of (X, <),
then for every x € Z there exists 2’ € T such that x <2’.
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The structure (Idi(X),C) is a continuous domain with basis ¢x (X). It is
called the ideal completion of X. The function tx : X — Idl(X) preserves the
AB-relation, but it is not injective in general. Conversely if D is a continuous
domain with basis B, then (B, <) is an abstract basis whose ideal completion is
isomorphic to D. The isomorphism g : D — Idl(B) is defined by Sp(d) = Bg.
If we consider D as a basis of itself, then Sp is tp : D — Idi(D).

When the AB-relation is a preorder, (Idl(X), C) is algebraic. Conversely, if
D is an algebraic domain, then the way below relation is a partial order on the
set of compact elements.

Let (X,<) be an abstract basis, (D,C) be a (not necessarily continuous)
DCPO, and f : X — D be a function mapping < to = (“monotonic”). The
function f*: Idl(X) — D defined as

i) =" f@)

xzel

is continuous. We have that f*(:(z)) C f(z). The converse inequality does not
hold in general.

2.3.4 Weakly monotonic functions

We are going to introduce some new concepts, which cannot be found in [AJ94].
We will need them in Chapter 4.

Suppose f : D — D’ is a continuous function. And suppose that it restricts
to a function f : B — B’ between two bases of D,D’. Then f does not
necessarily preserve the way below relation. However it satisfies the following

property.

Definition 2.3.4. If (X, <), (Y, <) are two abstract bases and if f : X — Y is
a function, we say that f is weakly monotonic, if x <2’ = |} f(z) C | f(a').

That is, a function f : X — Y is weakly monotonic if ty o f : X — IdI(Y) is
monotonic. Therefore we can define the extension ext(f) to be the continuous
function (1o f)*: Idl(X) — IdI(Y).

In particular f : X — Y is weakly monotonic if it is strongly monotonic,
that is, if it preserves the AB-relation.

Weakly monotonic functions do not compose in general, we have to add some
hypothesis.

Definition 2.3.5. Let f : (X,<) — (Y,<) be a weakly monotonic function
between abstract bases. We say that f is complete if whenever y < f(x) there
exists «’ < such that y < f(a').

Proposition 2.3.6. Let f : X — Y and g : Y — Z be weakly monotonic
functions between abstract bases. Then

o if f is strongly monotonic, then go f is weakly monotonic;
e if g is complete, then go f is weakly monotonic;
o if f.g are both complete, then go f is also complete.

Moreover, in all cases above ext(g) o ext(f) = ext(go f).
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Proof: We want to prove that when x <z’ then | g(f(x)) C Jg(f(z')). If
f is strongly monotonic then f(z) < f(z') and since g is weakly monotonic we
conclude J g(f(z)) € ¥ g(f(z')).

If g is complete, take z<g(f(z)). By completeness there exists ' < f(x) such
that z < g(y'). Since f is weakly monotonic, then y’' < f(a’). Since g is weakly
monotonic, then | g(y') C | g(f(z')), hence z < g(f(a)).

If f also is complete, take z < g(f(x)). By completeness of g there exists
y’' < f(x) such that z<g(y’). By completeness of f there exists ' < such that
y' < f(2'). Since f is weakly monotonic, then z < g(f(z')).

To prove the final statement, let I be an ideal in Idl(X). We have to show
that ext(g)(ext(f)(I)) = ext(gof)(I). By definition ext(f)(I) = | Tmel i(f(x))=
User 4 £(x). Also

ext(g)(ext(£)D) = | |7 iew)= | Vo).

y€Eext(f)(I) y€ext(f)(I)

Therefore z € ext(g)(ext(f)(I)) if and only if there exist 2’ € I,y < f(z') such
that z < g(y). Similarly z € ext(g o f)(I) if and only if there exists € I such
that z < g(f(x)). Since g is weakly monotonic we have that if y < f(z’), then
2<49(y) = z<g(f(z")), so that ext(g)(ext(f)(I)) C ext(go f)(I). To show
the other inclusion, assume first that f is strongly monotonic. Let x € I such
that z < g(f(x)), by roundness there exists ' € I such that x <z’. Since f is
strongly monotonic, then f(z) < f(a’), and for y = f(x) we have the result. If
g is complete there exists y < f(x) such that z < g(y), and again we are done.

It is also interesting to note the following:

Proposition 2.3.7. Let f : (X,<) — (Y,<) be a weakly monotonic function
between abstract bases. Consider the extension ext(f) : Idl(X) — IdI(Y). We

have ext(f)(tx(z)) = vy (f(2))

X——Y
Lxl Ly

1dl(X) — = 1dI(Y)

if and only if f is complete.

2.4 Free constructions

As pointed out in Section 2.2, computational monads often arise as free algebras
for suitable equational theories. We present here some results in the theory of
universal algebra and their connections with category theory and domain theory.
A standard reference is [Coh81]. A good short introduction is in the handbook
chapter [AJ94], which we will follow closely.

2.4.1 Signatures and equational theories

A signature X is a pair (€, &) where Q) is a set of operation symbols and a : Q) —
N assigns to every symbols its arity. An absolute 3-algebra for ¥ is an algebra k
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for the functor F* : Y LJ_rerQYa(f) in the category SET. For every operation
symbol f, the f-th component of k is a function fi : Y*() — Y. Morphisms of
Y-algebras are functions that respect (or commute with) the operations. That
is, if h is a ¥-algebra morphism then

(i1, Yain) = fe(h(1), - R(Yas)) -

For any set X consider the functor ¥ — (Y)W X. Its initial algebra exists and
its carrier T'(X) is the set of terms over X. Initiality amounts to saying that if
(Y, h) is a Y-algebra, then every function j : X — Y can be extended uniquely
to a Y-morphism j* : T(X) — Y.

Terms can be described inductively in the usual way by:

e if x € X then x is a term;
o if t1,...,t, are terms, f € Q and a(f) =n then f(t1,...,t,) is a term.

The operator T is indeed a monad in SET whose unit interprets elements of X
as terms while the multiplication flattens terms of terms into terms (removing
parentheses, so to speak).

Fix a countable set V of variables. An equational theory is a set of pairs
E CT(V)xT(V). Every pair of terms (t1,t2) is interpreted as an equation
t1 = ta. If (Y, k) is a X-algebra, and if j : V — Y is a function, we have the
extension j* : T(V) — Y. An algebra (Y, k) satisfies an equational theory E
if for every equation (t;,t;) € E and every j : V. — Y, j#(t;) = j¥(t2). Such
algebras are called (X, E)-algebras.

The category of (X, E)-algebras is denoted by SET(X, E), or SET(Y), if E
is empty. Using the general adjoint functor theorem and Beck’s theorem, it can
be proved that the forgetful functor U : SET(X, E) — SET is monadic. Its left
adjoint functor is called the free algebra functor for (X, E).

2.4.2 Domains and monadicity

All definitions above can be recast in different categories of domains, giving rise
to “domain-algebras” where all the operations are continuous. The difference
is that pairs in T'(V) x T(V) are interpreted as inequations (equations can be
encoded via antisymmetry). We have for example the categories DCPO(X, E)
and CONT(X, E'). Again it can be proved that the forgetful functor has a left
adjoint. The proof that the forgetful functor is monadic is also straightforward,
but I have not seen it in the literature, so I present it here.

Proposition 2.4.1. The forgetful functor U : DCPO(X,E) — DCPO s
monadic.

f
Proof: Let C’—g>D be two morphisms in DCPO(X, E) and suppose

f
C—g>D—e>X is a split equaliser in DCPO. We have to define the X-

operations on X and show that they satisfy the inequations in E. For every
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operation symbol op of arity n consider the diagram

n
S n

|
Y
C——=DpD—=xXx.

Since e is an absolute coequaliser and the n-folded product is a functor in
DCPO, e" is also a coequaliser. Thus there exists a unique arrow X" — X
which makes the diagram commute. We take this as the definition of op™X. This
also shows that e is a morphism in DCPO(X, E). To show that the inequations
are still satisfied consider an inequation (¢1,¢2) over variables z1,...,2z,,. The
interpretations of the terms are operations of arity m.

em
Dm —_— Xm

e

D X

Note that both e and e™ are split epic. In the category DCPO split epics are
always surjective.

Pick an m-tuple # € X™. We want to prove that ¢ (z) C t5(z). Con-
sider a m-tuple d € D™ such that e™(d) = #. Notice that D satisfies the
inequations, therefore tP(d)) C t2(d). Then ¢ (z) = t(e™(d)) = e(tP(d)) C
e(tP(d)) = t(e™(d)) = t5(z). Finally we show that e is a coequaliser in

f
DCPO(X, E). Consider the diagram C’—g>D—k>Y where fk = gk in the

category DCPO(X, E) (that is k is a continuous homomorphism). Since e is a
coequaliser in DCPO there is a unique continuous function A : X — Y such
that he = k. We have to argue that h is a homomorphism too. For every
operation op of arity n:

Consider

Since k is a homomorphism, then opY o k™ = koop®”. Using he = k we can write
opY o h™oe™ = hoeoop? Since e is homomorphism, then op™ oe” = e o op?.
So that opY o h™ o €™ = h o op® oe™. Since e” is epic, op* o h™ = hoop®. O

The composition of a free algebra functor F' with the forgetful functor U
gives rise to a monad UF'. In the sequel we follow the usual convention and
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we will drop the mention of the forgetful functor when this does not create
confusion.

2.4.3 Nondeterministic powerdomains

We present here some well known results that we use later. Consider the fol-
lowing equational theory over the signature ({ U}, o), where a(J) = 2. We call
the operation represented by U formal union. (A, B,C are variables and the
infix notation is used)

e AUB=DBUYA4
e AUBUYC)=(AYB)-C,
e AUA=A.

Since Y will always denote a commutative and associative operation, we
introduce the following convention. If X is a set where U is defined, and
(24)iers is a finite family of elements of X, we write

e

i€l

to denote the formal union of all z;’s. A similar convention will be used for the
operation @ (formal sum) which will also always be associative and commuta-
tive.

A model for the above theory is a semilattice. The category of semilattices
is denoted by SLAT. It is well known that the free semilattice functor can
be concretely represented as (is natural isomorphic to) the finite nonempty
powerset functor P : SET — SLAT where the symbol U is interpreted as
union. If X is a set, Z is a semilattice and f : X — Z is a function, the unique
extension f : P(X) — Z is defined by

Fv)y =t rw.

yey

The corresponding monad P : SET — SET has the following unit and multi-
plication

n (z) = {=};
ni(8) =Js.

The free algebra functor for the same equational theory in the categories
DCPO and CONT is known as the Plotkin powerdomain or convexr power-
domain Pp. No concrete representation of this functor for the above category
is known, although it can be given for some restricted categories [AJ94]. The
name “convex” comes from the fact that such representations involve order
convex sets.

In the categories of domains, we can add an extra inequation to the theory.
If we add

e AC AU B;
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we obtain the theory of join-semilattices. The category of continuous join-
semilattice is denoted by JSL. Note that a continuous join-semilattice contains
the least upper bound of all nonempty set defined as follows.

Ux= L' Yz

ZCfinX

A join-semilattice morphism f preserves all such least upper bounds as

fUx=r " o= || rd2

ngin ngMLX

- U'Yra= ' Yy =
ZCin X Y Cyinf(X)

The free join-semilattice functor is known as the Hoare powerdomain or lower
powerdomain Py. This functor has a nice concrete representation as

Pu (D)= ({0 # O C D | O Scott closed}, C)} .

(We define Scott closed sets in the next section.) The symbol Y is interpreted
as binary union.

If D is a continuous domain, F is a continuous join-semilattice and f : D —
E is a continuous function, the unique extension f : Py (D) — E is defined by

FO) =] r@.
deo
The free join-semilattice monad in CONT has the following unit and mul-
tiplication
ny” (d) = {d};

w708 = s,
If instead we add the inequality
e AUBL A;

we obtain the theory of meet-semilattices. The corresponding free algebra func-
tor is known as the Smyth powerdomain or upper powerdomain Pg. This functor
has a concrete representation in the category CONT, using “compact satu-
rated” sets.

2.5 Topology and measure theory

Formal topology arises as a purely mathematical concept, but recently it has
found several applications to theoretical computer science. One of the intuitions
is that open sets represent semidecidable properties and continuous functions
represent computable functions. Open sets are also thought of as representing
observations. Good discussions on these ideas can be found in [Smy83, Abr87,
Vic96, Esc03] and elsewhere. Various topologies are definable on domains, the
most famous one being the Scott topology [ScoT2).

Probability theory is formally studied via the notion of measure. A good
reference for measure theory is [Hal50]. Often, measures are defined on topolo-
gies under the name of valuations [Bir67, SD80, Jon90]. A good overview of the
connections between measures and valuations is [AMO00].
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2.5.1 Topology

A topological space is a structure (X, 7), where 7 C P(X) is a family of subsets
of X satisfying.

e ), X e
o if FCrthen UF €
° ifO1,0Q€TthenO1m02€T.

The family 7 is a topology on X. The elements of 7 are called open. If O is open,
then X \ O is called closed. A family B C P(X) is a basis for the topology 7
if for every O € 7 there exists C C B such that O = |JC. The whole powerset
P(X) is an example of a topology on X. It is called the discrete topology.

Let (D, C) be a DCPO. Let 7 be the family of subsets of D defined as follows:
O € 7 if and only if O is upward closed and for every directed set Y, if | | 'yeo
then there exists y € Y such that y € O.

Theorem 2.5.1 ([AJ94]). With the above definition, (D, T) is a topological
space.

The topology 7 is called the Scott topology, as it was introduced by Dana
Scott [Sco72]. If d € D is compact, then it is the case that Td is open. In an
algebraic domain, the sets of the form T d, with d compact, form a basis of the
Scott topology.

The sets of the form | d are closed for every element d € D.

When X is a subset of a topological space, we define its closure X as the
smallest closed set containing X. In continuous domains, Scott-closure can be
characterised as follows.

Lemma 2.5.2. If X is a subset of a continuous domain, then

X={|'Y | Y € |X directed}.

2.5.2 Valuations on a lattice

Definition 2.5.3. A lattice is an algebra for the following theory in the category
of partial orders.

e AUB=BUA;

AUBUC)=(AUB)UC;
e AUA=A;

e ACLAUB

e ANB=BnN A4

e AnBAC)=(AAB)AC;
e AN A=A;

e ANBLC A
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A lattice is distributive if it further satisfies
e (AUB)AC=(AAC)Y(BAOC).

Definition 2.5.4. A wvaluation on a lattice with bottom X is a function v :
X — Rt satisfying

e (Strictness)
v(Ll)=0;

e (Monotonicity)
AC B=v(A) <v(B);

e (Modularity)
v(A)+v(B)=v(AJB)+v(AAB).

The above definition originates from [Bir67], where a valuation is only re-
quired to be modular. It is well known that in lattices of sets, modularity implies
the inclusion-exclusion principle [BD95]:

Proposition 2.5.5. If (X, 4, A) is a distributive lattice, and f : X — R is a
modular function, then for every n € N,

f (U ) _ S (g (H ) |
iel, 0£ICI, iel
2.5.3 Continuous valuations on a topology

Note that the open sets of a topological space form a distributive lattice with
bottom.

Definition 2.5.6. A continuous valuation on a topological space (X, 7) is a
valuation on 7 satisfying:

e (Continuity) whenever 7 is a directed subset of (7, C)
v J)=supv(U) .
U= gy

We will use Greek letters v, £ to denote continuous valuations. Two opera-
tions of sum and scalar product of valuations are defined pointwise:

v @ £(0) = v(0) +£(0);
pv(0) = p(¥(0)), p € [0,+0].
For each x € X, the function 7, such that

1 zeU,
nx(U):{ 0 z¢U;

is a continuous valuation and it is called point valuation or Dirac’s delta (some-
times denoted as d,,). A simple valuation is a linear combination of point valu-
ations, that is a valuation of the form

@pxnx
zeY

for some Y Cyq X.
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2.5.4 Discrete valuations
Continuous valuations on the discrete topology deserve a special treatment.
Definition 2.5.7. A discrete valuation on a set X is a function v : X — R¥.

A discrete valuation defines uniquely a continuous valuation on the discrete
topology by

vY]= 3 u(y).

yey

The support of a discrete valuation v on X is the set
Supp(v) :={zx € X | v(z) >0} .

The set of discrete valuations on X is denoted by Voo (X).
Discrete valuations taking values in [0, +-o0o[ are called weightings [JLYO01].
A finite valuation is a weighting whose support is finite.

2.5.5 Valuations as a free construction

We can characterise finite valuations as a free algebra for a suitable equational
theory.

Definition 2.5.8. A real cone is an algebra for the following theory in the
category SET.

1. A6 B=Ba 4,
2. A®(BaC) = (A® B) & C;

A®0=A;
0A =0;
1A = A;

p(A® B) =pA®pB peRT;
p(qA) = (pg)A p,q € RT.
13. (p+qA=pAdqAp,qeR".

e ot W

(We will see later why we use this strange enumeration.) We call RCONE the
category of real cones and homomorphisms.

The definition in [Var02, Kir93] is slightly different, in that it allows “scalar”
values in [0, 4+00]. There is not much difference, though, as every real cone in
the extended definition, is a real cone in the restricted sense. Vice versa if R
is a real cone in the restricted sense, we can define an “extended” real cone on
R W {oo} by putting +o00 - x = 0.

If X is a set, the set of finite valuations over X (denoted by V(X)) can be
endowed with a real cone structure, the operations being defined pointwise:

(pv)(x) :==p-v(x);

(v & &)(x) == w(x) +£(2).
We have the following:
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Proposition 2.5.9. The finite valuations are the free real cone.

Proof: It is easy to see that V(X) is a real cone. To prove the universal
property, let f : X — R be a function, where R is a real cone. We define a
real cone homomorphism f : V(X) — R which extends f. The homomorphism
condition forces us to define it as follows:

Ty = @ v/

z€Supp(v)

The extension respects the sum (and 0) because of laws (1),(2),(3),(4),(13). It
respects the scalar multiplication because of laws (6),(7). It extends f because
of law (5).

The freely generated monad has the unit defined as: n¥% () = 7, (the Dirac’s
delta). The multiplication is defined as:

px@E@) = P Ewwl).
veSupp(E)
2.5.6 The powerdomain of continuous valuations

A continuous valuation on a DCPO D is a continuous valuation on its Scott
topology. The set V(D) of continuous valuations on D ordered pointwise is
again a DCPO.

The operator V extends to a functor V : DCPO — DCPO. Jones showed
that it is also a functor CONT — CONT:

Theorem 2.5.10 ([Jon90]). If D is a continuous domain, V(D) is a contin-
uous domain with basis the set of simple valuations.

The order relation on the simple valuations in V(D) is characterised by the
following theorem.

Theorem 2.5.11 (Splitting Lemma). Letv =), _prom and§ =Y o 5cne
be two simple valuations. We have that v E & if and only if there exist “transport
numbers” iy, . such that

® D cectbe =To;

® > ientoe < se;

e, >0=5bCec.

The way-below relation is characterised by the following propositions

Lemma 2.5.12. For two simple valuations v := ZbeB ey and £ 1= ZCEC SeNe,
we have that v < & if and only if there exists “transport numbers” ty, . such that

® > cotbe="b;
o ZbeB to,e < 8¢5
e . >0=b<Kc.

Also,
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Lemma 2.5.13 ([Kir93]). If ¢ is a continuous valuation, then ), ryny < €
if and only for every nonempty A C B

> <&t 4)

beA

Definition 2.5.14 ([Tix99]). A continuous d-cone is a structure (D,C, ®,®)
such that

e (D,C) is a continuous domain;

e ®:D x D — D is continuous;

e ©:[0,+00[xD — D is continuous?;

e the equations (1)—(7)(13) hold.
The corresponding category is called CCONE.

Alternatively we can say that a continuous d-cone is an algebra for the theory
(1)—(7),(13) in the category CONT with the extra requirement that the scalar
multiplication be continuous in the first argument.

Theorem 2.5.15 ([Jon90, Kir93]). The powerdomain of valuations is the
free continuous d-cone.

Therefore the functor V is in fact a monad in CONT. The unit takes on
point valuations, while an explicit definition of the multiplication requires the
definition of integration [Jon90].

2.5.7 Normalised valuations

A valuation v on a topological space (X, 7) is normalised if v(X) = 1. It is called
sub-normalised if v(X) < 1. We write VL (X) and VS1(X) for the set of nor-
malised and subnormalised discrete valuations on a set X. Elements of V.1 (X)
are also called probability distributions over X, while elements of VS!(X) are
also called subprobability distributions. They all form monads in SET with the
multiplication defined as for V. The set of normalised valuations on a domain
D is denoted by V!(D). When D has a bottom element L, then V(D) has
a bottom element 1, . The way-below relation has a different characterisation
than the one in V(D) [Eda95al.

Lemma 2.5.16. For two simple valuations v := Y,y and § ==Y . 5cNe
in V(D) we have that v < & if and only if L € B with v, # 0 and there exists
“transport numbers” ty . such that

4 tl,c 7é 0;‘
® Dcectbe=To;
L4 ZbGB th,e K Se¢;

e hhe>0=b<Kc

3The symbol ® is used here for clarity. Everywhere else the scalar multiplication is denoted
simply by juxtaposition of its arguments.
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Sub-normalised valuations are sufficient for semantics of probabilistic pro-
cesses. They also are freely generated by an equational theory. Nevertheless,
we choose to deal with a more general notion of valuation, because the corre-
sponding equational theory is nicer while the other fundamental properties are
the same [Kir93].

2.5.8 Measure spaces

Traditionally, probability theory has been studied via measure theory, rather
than topology. We sketch here the relevant notions. A o-algebra on a set )
is a family of subsets of X which is closed under countable union and com-
plementation and which contains (). The intersection of an arbitrary family
of o-algebras is again a c-algebra. In particular if S C P(f2), and E :=
{F | Fis a o-algebra & S C F}, then (| E is again a c-algebra and it belongs
to 2. We call (= the smallest o-algebra containing S.

If § is a topology, the smallest o-algebra containing S is called the Borel o-
algebra of the topology. Note that although a topology is closed under arbitrary
union, its Borel o-algebra need not be.

A measure space is a triple (2, F,v) where F is a o-algebra on  and v is a
measure on F that is a function v : F — R satisfying:

o (Strictness)

v(@) =0;

e (Countable additivity) if (A, )nen is a countable family of pairwise disjoint
sets of F, then

V(Unen 4n) = 2 penv(4n) -

Finite additivity follows by putting A,, = (§ for all but finitely many n.
Among the various results of measure theory we state two that we will need
in Chapter 7.

Theorem 2.5.17 ([Hal50] Theorem 9.E). Let v be a measure on a o-algebra
F, and let A, be a decreasing sequence of sets in F, that is An11 C A, such
that v(Ay) < co. Then

v <ﬂ An> = lim v(4,).

One may ask when it is possible to extend a valuation on a topology to a
measure on the Borel og-algebra. This problem is discussed in Mauricio Alvarez-
Manilla’s thesis [AMO00]. The result we need is the following. It can also be
found in [AMESDO0], as Corollary 4.3.

Theorem 2.5.18. Any normalised continuous valuation on a continuous DCPO
extends uniquely to a measure on the Borel o-algebra.

2.6 Probabilistic Automata

Probabilistic transition systems come in different flavours. The literature goes
back to the probabilistic finite automata of Rabin [Rab63]. More recently, Vardi
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introduced the notion of labelled concurrent Markov chain [Var85] which com-
bines probability and nondeterminism. Larsen and Skou [LS91] studied a model
which is now known as the reactive model. This name was first introduced in a
paper by vanGlabbek et al. [vGT90] where the notions of generative models and
reactive models are also studied. Desharnais et. al [BDEP97, DEP98] gener-
alise the reactive model allowing continuous state spaces. Hansson and Jonsson
[HJ89] study a model which combines probability and nondeterminism, similar
to the one of Vardi. Segala and Lynch introduce the notion of probabilistic
automaton, and a corresponding notion of bisimulation [SL95, Seg95]. All these
notions were introduced, oblivious to the fact that in the mathematical com-
munity the notion of Markov Decision Process [Put94] had long existed. Luca
de Alfaro [dA97] brought this notion to the attention of the computer science
community. Other models were introduced in [PZ93]. A full overview can be
found in [BSAV03], where a coalgebraic point of view allows to compare formally
all different models. This is the approach we follow in the rest of this section.
For the details of the theory of probabilistic automata a la Segala, we follow the
overview by Mariélle Stoelinga [Sto02].

2.6.1 Coalgebraic Definitions

A deterministic automaton on a set A of labels is a coalgebra A for the functor
—4: SET — SET. A transition system on a set A is a coalgebra A for the
functor P) (A x —). Every deterministic automaton can be seen as a transi-
tion system via the inclusion X4 — P, (A x X). With the usual notation for
transition systems we write 2—— 42’ when (a,2’) € A(z).

A generative probabilistic transition system on A is a coalgebra for the func-
tor VL(A x —) 1. A reactive probabilistic transition system on A is a coalgebra
for the functor (VL (—).)?. Reactive systems are also known as Markov de-
cision processes, in which case the elements of A are called actions. Reactive
systems owe this name to the following intuition. Labels represent offers from
the environment. At every state, given an offer, the process probabilistically
chooses the next state. It therefore reacts to the offer of the environment. In
generative systems, the probabilistic choice is over the next state and the label.
Intuitively the process generates that label.

A simple probabilistic automaton on A is a coalgebra for the functor P, (A x
V1(-)). A general probabilistic automaton on A is a coalgebra for the functor
Py (VL (A x —)). Markov decision processes can be seen as simple probabilistic
automata via the inclusion X{' — P, (A4 x X). Simple probabilistic automata
can be seen as general probabilistic automata via the natural transformation «
defined as ax ({{(a,v)}) = Ma,x).v,(z). For a simple probabilistic automaton,
we write 2—— 4v when (a,v) € A(x).

Probabilistic automata are more general than reactive systems in that, even
given the offer from the environment, they can, nondeterministically, choose
different probability distributions over the next states.

Deterministic automata can be seen as reactive systems via the natural trans-
formation nVolo : Idsgr — V... Transition systems can be seen as simple prob-
abilistic automata via the same transformation.

All the above definitions can be generalised to subprobabilities by using V.S!.
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2.6.2 Paths and Schedulers

Often it is useful to endow the coalgebra with an initial state xg € X. The
behaviour of a system is usually defined using the notion of initial state.

A path of a nondeterministic automaton A : X — P (A x X) with initial
state xg is a finite or infinite sequence in (X x A)>*°X, denoted as xoai1zias . ..
such that :EZ-MA:EZ-H.

Traditionally the notion of path for a probabilistic automaton is obtained
via the notion of a scheduler, also known as a policy.

A path of a simple probabilistic automaton A is a sequence in (X x A x
VL (X))“X, denoted as xq,a1, 1, ..., Tn, Gni1,Vnil,- - such that ;-2 41,
and v;(x;) > 0. The weight of a path h is defined as II(h) := [, vi(zi41). The
paths of A are denoted by B(A). If h := xg,a0,V0,...,Tn, Gn, Vn, Tnil, 1S &
finite path then I(h) := xp41. The set of finite paths is denoted by Byin(A). A
path is mazimal if it is infinite or if A(l) = 0.

A probabilistic scheduler is a function S : Bfin(A) — VLI(A x VL1 (X))U
{0} such that Supp(S(h)) C A(I(h)). Here O denotes the possibility that the
scheduler stops the computation. A deterministic scheduler is a function S :
Bfin(A) — (A x VL(X)) U {8} such that S(h) € A(l(h)). A deterministic
scheduler can be thought of as a probabilistic scheduler choosing Dirac’s deltas
only. The scheduler is a device to resolve the nondeterminism present in the
model. It decides taking into account the whole history of the process and it
resolves both internal and external nondeterminism (when this distinction is
present). What we are left with is a purely probabilistic process.

The probability of a finite path h under a probabilistic scheduler S is defined
recursively by

s(zo) = 1;

s (hanvn@ni1) = Us(h) - S(h)(an, Vn) - Vn(Tnt1)-

For a deterministic scheduler S, by B(A,S) we denote the subset of B(A)
whose elements xgaiv ... satisfy

(Qn,Vn) = S(zoarv1 ... Tp—1).
For a deterministic scheduler S,

[ (k) ifheB(AS);
IIs(h) = { 0 otherwise.

We define a measure space over the set of maximal paths mazm(A). Let X
be the sets of cones generated by finite paths, that is the sets of the form
Ch, := {h € mazm(A) | h C h'}. Let F be the smallest o-algebra containing
X. Let vs : X — [0, 1] be defined as vs(Cp) := Is(h). It can be proved that vs
extends to a unique measure vs on F [Seg95].

If we are interested in the labels only, we can remove states and valuations
from the paths and get a probability space over the set of sequences A¥.

A slightly different approach will be taken in Chapter 5 and in Chapter 7.
There we will not use the above notions formally, but only as inspiration.
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Chapter 3

Indexed Valuations

In this part we analyse combinations of the nondeterministic monad and the
probabilistic monad.

There are various ways of combining two monads. If the monads arise from
equational theories, we can first combine the equational theories in some way and
then generate a new monad. In [HPP02] three main ways of combining theories
are identified: sum, commutative combination, distributive combination. In the
first case the two equational theories are combined by joining the operations
and the equations, without adding new equations. In the second case, one adds
equations expressing that every operation of one theory commutes with every
operation in the other theory. In the third case, one adds equations expressing
distributivity of every operation of one theory over every operation in the other
theory. This last way can sometimes be followed more categorically using the
notion of distributive law (see 2.2.7). The leading example is given by the theory
of abelian groups and the theory of monoids. Their distributive combination
(distributing the monoid over the group) is the theory of rings. The free ring
monad can also be obtained by giving a categorical distributive law between the
free abelian group monad and the free monoid monad [Bec69].

The study of the operational semantics of systems combining probability
and nondeterminism suggests that, in some cases, probabilistic choice should
distribute over nondeterministic choice [M1T94, M*95]. It turns out, though,
that there is no categorical distributive law between the nondeterministic monad
and the probabilistic monad. Two solutions are possible at this point.

We can still form the distributive combination of the equational theories
and generate a new monad. This is the path followed by Tix [Tix99, Tix00] and
Mislove [Mis00], who, independently, define the notion of geometrically convex
powerdomain Prp;. When X is a subset of a real cone, Prp(X) is, roughly
speaking, the set of all convexr subsets of X. The nondeterministic choice is
interpreted as union followed by convex closure. We will briefly recall this
construction at the end of this and of the following chapter.

The other possibility is to modify the definition of one of the monads, so as
to allow the existence of a categorical distributive law. Analysing the reasons
behind the failure of the distributive law, we are led to modify the probabilistic
monad, defining the notion of indezred valuation. Mathematically, indexed valu-
ations arise as a free algebra for an equational theory obtained from the theory
of real cones by removing one equation. Besides their categorical justification,

37
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indexed valuations have a computational meaning, which we will present by
giving semantics to an imperative language containing both random assignment
and nondeterministic choice.

In this chapter we first show the failure of the distributive law. We then
define the indexed valuations monad in the category SET. We show the ex-
istence of the distributive law between the indexed valuation monad and the
finite nonempty powerset monad. We characterise indexed valuations as a free
construction and we show that the categorical distributive law corresponds to an
equational distributive law. Finally we discuss the notion of finitely generated
convex powerset, inspired by the work of Tix and Mislove.

The notions introduced in this chapter are also necessary in the next chapter
where we carry out similar constructions in the category of continuous domains.

3.1 Failure of the distributive law

Assume that @, is a probabilistic choice operator: A @, B is choosing A with
probability p and B with probability (1 — p). This operator usually satisfies
A®,A = A, because the choice between two equivalent possibilities is considered
to be the same as not making any choice at all. Note that this assumes that the
act of making the choice is invisible: the coin is always flipped behind one’s back.
Assume also that Y represents some kind of nondeterministic choice operator:
A d B offers to the environment the choice between A and B. Distributing one
operator over the other amounts to the following law:

A®,(BUC)=(A®,B)u(Aa,C).

Intuitively this means that it is indifferent whether the environment chooses
before or after the probabilistic choice is made. Clearly this is not true in all
situations, but if we assume that the environment cannot see the probabilistic
choice, it is at least plausible.

Once we accept the distributive law, then the extra convezity law [BS01]

AUB=AUYBUY(Ae,B)Y(B®,A)
must be also accepted, because
AUB=(AUYB)®, AUB)=(A¢,A) J(B®pB) J(A®, B) J(B&, A).

If the equational distributive law corresponded to a categorical distributive
law, by Theorem 2.2.3 the nondeterministic monad would lift to the category
of algebras for the probabilistic monads. In the category SET this means that
the powerset monad would lift to the category of real cones. The convexity law
suggests that this is not possible as sets, in general, do not satisfy it. In fact
the following theorem says that the obvious definition of the operations for the
powerset cannot satisfy A @, A = A. Suppose we have an equational theory.
Take a model X for it. We can extend every operation f of arity n to the subsets
of X by

f(Xl, . ,Xn) = {f(xl, .. .,.Z‘n) | z; € X;,1 € In}’

Theorem 3.1.1 ([Gau5b7]). A necessary and sufficient condition for the opera-
tions defined in P(X) to satisfy an equation of the theory is that each individual
variable occurs at most once on both sides of the equation.
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The equation A &, A = A does not satisfy the above requirement. This
would not exclude the possibility of lifting the operations in a different way,
thus obtaining another distributive law. However, it turns out that there is
no distributive law at all between the two monads. If (P,n%,u?) is the finite
nonempty powerset monad, and (V, nY', V) is the finite valuation monad in the
category SET, we have

Proposition 3.1.2. There is no distributive law of V' over P.

Proof: The idea for this proof is due to Gordon Plotkin. Assume that
: VP—PV is a distributive law. Consider the set X := {a,b,c,d}. Take
= %n{%b} + %n{c7d} € VP(X). We try to find out what R := dx(2) is.

Let Y := {a,b}. Consider:

[1] &

a — a
b — b
f: X=>Y f: e o
d — b
a — a
. , b — b
ff:X-Y f: c = b
d — a.
Consider the naturality diagram for f:
dx
E——R
VP(f)I IPV(f)
Yy —— 5.
dy

One of the unit laws for d tells us that S := dy(ny) = {na,m}. Therefore,
considering the functorial action of PV, we must have that

0#RC {pna+ (1 —pne|pel0,1]}U{gm+ (1 —q)ma|qel0,1]}

Consider the same diagram for f”:

This tells us that

0#£RC{pna+1Q—p)ma|p €l0,1}U{gdn+1—q)n|qel0,1]}.

Combining these pieces of information we conclude that R must be a nonempty
subset of {7, M, e, Ma}-



40 CHAPTER 3. INDEXED VALUATIONS

Now let Z := {a,c}. Consider

a — a
172 " b — a
ffX—-2z f: 0 o e
d — ¢
Let us look at the naturality diagram for f”:
dx
E——R
VP(f”)I 1PV(f”)
1 1
2Ma} T 37} P > T

Since T = PV (f"”)(R), then T must be a nonempty subset of {ng,n.}. But
the other unit law for d tells us that T = d(3ngay + 37¢c}) = {37a + 37}
Contradiction. g

A very similar argument can be applied to prove the dual.
Proposition 3.1.3. There is no distributive law of P over V.

Similar statements are true for the corresponding monads in the category
CONT of continuous domains and continuous functions. If P is some power-
domain monad and V is the powerdomain of valuations monad, then there is no
distributive law between them.

Our solution consists in changing the definition of probabilistic monad by
removing the law A ®, A = A. In our presentation, the probabilistic monad is
generated by the theory of real cones. The probabilistic choice is defined there
by A&, B = pA& (1 —p)B. We remove the equation pA ® ¢A = (p + ¢)A
from the theory of real cones. In the category SET, the monad freely generated
by the new equational theory is called the finite indexed valuation monad I'V.
We give a concrete characterisation of this monad. By Theorem 3.1.1, we can
lift the operations to the powerset, thus obtaining a distributive law. We give
explicitly the definition of the distributive law between the finite nonempty
powerset monad and the finite indexed valuation monad. The computational
intuition of this construction will be discussed in Chapter 5.

3.2 Indexed valuations in the category of sets

In this section we present the definition of the indexed valuation monad in the
category SET, and we show the existence of the categorical distributive law
between indexed valuations and the finite nonempty powerset.

3.2.1 Definition

We first introduce the concrete characterisation of our construction and show
its functoriality.

Definition 3.2.1. Let X be a set. A discrete indexed valuation (DIV) on X is
a pair (Ind, Weight) where Ind : I — X is a function and Weight is a discrete
valuation on I, for some set I.
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Note that we do not require that Ind be injective. This is indeed the main
point of this construction: we want to divide the probability of an element
among its indices. One possible interpretation is that indices in I represent
computations, while elements of X represent observations. The semantics we
present in Chapter 5 will confirm this intuition.

We shall also write x; for Ind(i) and p; for Weight(i). A discrete indexed
valuation £ := (Ind, Weight) will also be denoted as (x;,p;)ier-

We are now going to define an equivalence relation on the class of DIVs. It
is the transitive closure of two simpler equivalence relations.

Definition 3.2.2. We set
(i pi)ier ~1 (Y, 45)jer
if and only if there exists a bijection h : I — J such that
Vi€l ypu) = i,
Vi€ 1. qniy = pi-

This says that two DIVs are equivalent up to renaming of the indices. If we
interpret indices as computations, we may say that we do not care about the
identity of a single computation. We only care how many different computations
there are, and how they relate to observations.

Given a DIV (z;,pi)ier, let In :={i € I | p; = 0}.

Definition 3.2.3. We set
(@i, pi)ier ~2 (ijqj)jeJ

if and only if
INIy=J\ Jy,

VielI\Ip. zi=y; & pi=q;.

This says that only indices in the support matter. Intuitively, computations
with probability 0 do not happen, so we may as well ignore them.

Definition 3.2.4. The equivalence relation ~ is the transitive closure of ~y
U ~o.

,From now on we will use the term “discrete indexed valuations” to denote
equivalence classes under ~.
Given a set X and an infinite cardinal number o we define the set IV, (X)
as follows:
IVo (X)) == {(wi, pi)ier | Il <a}/~ .

It is easy to realise that IV, (X) is indeed a set. For every cardinal number
B < «a choose a set Iz such that |Ig| = 8. The class {Ig | 8 < a} is a set. And
—I
clearly IV, (X) is a quotient of |, X' x RF ?. In particular Vi, (X) is the
set of discrete indexed valuations whose indexing set is finite.

Definition 3.2.5. A finite indexed valuation on X is an element of IVg, (X) for
which Weight(i) < 400 for all indices i € I. The set of finite indexed valuations
on X is denoted by IV (X).
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The construction above can be extended to a functor IV : SET — SET as
follows. If f: X — Y then

IV (i piier]~) = [(f (i), pi)ier]~ -

It is easy to check that this construction is well defined (i.e. does not depend
on the representative).

3.2.2 The monad of indexed valuations

The functor I'V extends to a monad, with the following unit and multiplication
(we drop the mention of equivalence classes to simplify the reading):

ny X = IV(X),
1y (2) = (2, D) ae ey ;
pX IV(IV(X)) = IV(X),
X (@i, pix)inerys Ta)aen) = (25, 45) e

where

J = H‘JI,\, qupjﬂ'AiijI)\.
AEA

To simplify the definition of p, recall that a DIV is in fact an equivalence
class. We can therefore assume that Iy = I for every A € A because we can
always reindex and add indices with probability 0. Therefore

((iys Dix)inenn, T )aea ~ (@2, pN)ier, Ta)rea -

And
X (@2, p))ier, m)aea) = (T3, T i erxa -

Proposition 3.2.6. The triple (IV,n!V, u'V') defined above is a monad.

Proof: It is easy to check that n, u are well defined and are natural trans-
formations. Let us now check the diagrams for the monad laws:

1.
IV(X)

Idrv(x)
IV(nx)l \

IV3(X) —— IV(X)

IV (nx ) (i, pi)ier) = (i, V)se(uy Pi)icrs
x (@5, 1) sequys Pidier) = (@is 1pi) i,y rx ) ~ (Tis pi)ier -

IV(X)

”y lmvm
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nrvx) (@i, pi)ier) = (@i, pi)ier 1wefs);

ﬂX(((xiapi)iela 1)*6{*}) = (x4, 1pi)(*,i)6{*}><] ~ (@i, pi)ier -

RIv(X)

IV3(X) =2 1v2(x)

IV(ux)l lux

IV3(X) ——IV(X)

px oIV (px) ((((fg’l,pf’l)iefvTé)jeJ,ql)zeL) =
= pHX (((xz’lapg’lré‘)(i,j)elxw(Jl)leL)

gt g0,
(l'i » D 7"]“Zl)(i,j,l)eIxJ><L

il sl
26 (((xi P )iefaré‘QZ)(j,l)ele)
il gl
= /X °pIv(X) ((((xf N )ielvré)jer(Zl)lEL) .

Note that we make essential use of the fact that the exact identity of the indices
does not matter. O

3.2.3 The distributive law

We now define the categorical distributive law between the indexed valuation
monad I'V and the nonempty finite powerset monad P. Recall that the monad
on P is defined as follows:

nx X — P(X),
0" (z) = {z}
px : P(P(X)) — P(X),
px(S) =Js.
For every set X define the function dx : IV (P(X)) — P(IV(X)) as follows:
dx ((Si,pi)ier) = {(h(i), pi)iesr | h: I — X, h(i) € Si}

We first note (omitting the easy proof) that the definition of dx does not depend
on the representative.

Theorem 3.2.7. Let IV : SET — SET be as above, and P : SET — SET
be the covariant nonempty finite powerset monad. Then the family of functions
(dx)xeseT defines a distributive law

d:IVoP —PolV.
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Proof: First we have to show that d is a natural transformation.

X IV(P(X)) —2~ P(IV (X))
f IV(P(f))l lP(Ivm)
Y IV(P(Y)) -2~ PIV(Y))

Take a function f : X — Y. Take E € IV(P(X)), E = (Si,pi)ict- We have
IV(P(f))(E) = (f(Si),pi)ier- Then

dy (f(Si),pi)ier = {(W (@), pi)ier | W' : T =Y, B'(i) € f(Si)} =t A.
On the other hand consider
PV ({(hG),piier | 1 T — X, h(i) € 5:}).
This is equal to
{(f(h(@);pi)ier | h: 1 — X, h(i) € S;} = B .

We have to show that A = B. Clearly B C A, by setting ' = f o h. Take now
an element (h'(i),p;)icr of A. This means that h'(¢) = f(z;) for some z; € S;.
For every S;, we select one such z; and then we define h(i) = ;. Thus we have

(f(h(i)), pi)ier = (h/(i)vpi)iel

so that (h'(i), p;)icr belongs to B.
Now we have to check the four diagrams characterising the distributive law:

1.

(h(*), ey | h: {x} — X, h(x) € S}
(2, 1)seqy |2 € S}.

dx ((5;1)*6{*}1) =

et Wbt

dx (({zi},pi)ier) = {(h(i),pi)ier | h: I — X, h(i) € {z;}}
= {(@i,pi)icr} .
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wive 25 rvprv Y prviv

uIvPl lpuzv

VP 7 PIV

Let X := (Ex,mx)rea € IVIV(P(X))), where Ey := (Si,,Di, )irel,- As
before we can assume that Iy = I for every A € A. Therefore =) =
(S}, p)icr- We have that

M?{X} (X) = (S{\apz/'\ﬂz\)(i,)\)ele-
If we apply dx to this term we get
{(h(@,N), P ) inyerxa | B I x A — X, h(i,\) € S}} = A.

Consider now IV (dx)(X). It is

(dx (Ex), ™) rea
where

dx (2x) = {(F*(@),p})icr | K : T — X, (i) € S}}.

(2

Now apply drv(x). We get
{(H()\),ﬂ')\))\e/\ |H:A—IV(X), HQ\) € dX(E,\)} :=B.

The function H is choosing an element in dx(Zy). We can think of H as
choosing a function h* : I — X, h*(i) € S*. Therefore we can equivalently
define B as follows:

B ={((HNG@),p})ict, ™ )rea [H: A — (I = X), HA)(i) € S}}.

Now we have to show that the flattening (through u!"') of every valuation
in B gives a valuation in A, and that every valuation in A can be obtained
by flattening a valuation in B. We have

pX (((HN(@),p)ier,m)ren) = (HA)@),pima)ier -

Now it is enough to observe that “uncurrying” H we get an h: I x A —
X, satisfying h(i,\) € S}. So P(ulY)(B) C A. The other inclusion is
obtained by “currying” h to get H.

vpep -2 prvp L4 ppry

IV,U.P\L J/ﬁ’lv

VP 7 PIV

Remember that u&(S) = JS. Let X := (Si,pi)ier € IV(P(P(X))). We
have that

IV (pk)(X) = (U Si,pi)ier -
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If we apply dx to this term we get
{(h(i),pi)ier | h: T — X, h(i) € USZ} =A.
Consider now dp(x)(X). It is
{(W(@),pi)ier | W' : 1 — P(X), W(i)€Si}:=D.

The function A’ is choosing a set in S; for every i. Now two steps in
one. First step: we apply P(dx) to D and we obtain a set C of sets of
valuations. Second step: we flatten C to a set B of valuations defined as:

{(W" (i), pi)ier | W= T — X, h"(i) € W' (i), ' : T — P(X), h'(i) € S} .

We claim that A = B. Clearly B C A because h”(i) € |JS;. But also
A C B. We build &' as follows: for every ¢ we choose S; € S; such that
h(i) € S;. Then h” = h does the job.

O

3.3 Equational characterisation

In this section we characterise the monad IV as a free construction and we show
the correspondence between categorical and equational distributive laws.

3.3.1 Real quasi-cones

We define two operations on discrete indexed valuations.

Definition 3.3.1. Let v := (Ind, Weight) = (4, pi)icr, & := (Ind’, Weight') =
(Yj,q;)jes be DIVs on X. Assume that INJ = () (this is not restrictive, because
we can always reindex).

We define v @ ¢ to be (Ind U Ind’, Weight U Weight'). For p € Rt we define
pv to be (x;, pp; )icr- With 0 we denote the DIV whose indexing set is empty.

Note, in particular, that when p # 0,1, pr & (1 — p)v % v, because the
indexing sets do not have the same cardinality.
Consider the following equational theory:

1. A6 B=B® A
2. Ao (BeC) = (A B)® C;

3. Ae0=A4;
4. 0A=0;
5. 1A = A;

6. p(A® B) =pA®pB peRT;

7. p(qA) = (pg)A p,q € RT.
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These axioms are almost the ones defining a real cone (see Section 2.5). The
only difference is that we drop the axiom (p + ¢)A = (pA @ ¢A).

Definition 3.3.2. A real quasi-cone is an algebra for the equational theory
(1)—(7) in the category SET.

Proposition 3.3.3. The finite indexed valuations are the free real quasi-cone.

Proof: For any set X, it is clear that IV (X) with the operations defined
above is a quasi-cone. Let @ be a quasi-cone and let f : X — @ a function. We
have to show that there is a unique quasi-cone homomorphism f : IV (X) — Q
such that f(x,1) = f(x). The homomorphism condition forces us to define

F@i,pi)icr = P pif ().
el

Associativity, commutativity, and the two 0-laws guarantee that the defini-
tion does not depend on the representative for (x;,p;)icr. The unit law guar-
antees that f(x,1) = f(x). The homomorphism condition for the sum (and 0)
is obvious, while for the scalar product we have to use the laws (6) and (7). O

3.3.2 The distributive law, equationally

Recall that a semilattice is a model of the following theory.
8. AU B=DBUA;
9. AUBUYC)=(AYB)UJC(,
10. AU A=A

We have seen in chapter 2 that the finite nonempty powerset is the free
semilattice.

Consider now the combined equational theory (1)—(10) augmented with the
following axioms.

11. p(A U B) = pA Y pB;
12. Ag(BUC)=(AeB)U(Aa ).

Equations (11)—(12) express that the probabilistic operators distribute over
the nondeterministic one.

Theorem 3.3.4. The monad on PolV obtained via the categorical distributive
law defined above is the free algebra for the equational theory (1)-(12).

Proof: First we show that P o IV is left adjoint to the forgetful functor.
Let’s start by observing that P(IV(X)) is indeed a model of (1)—(12), where
d is interpreted as union, addition and scalar multiplication are the standard
extensions to subsets of the corresponding operations in IV (X), and 0 is the
singleton of the empty indexed valuation. Now let @ be a model of (1)—(12), and
let f: X — @ be a function. We have to show that there is a unique function
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f: P(IV(X)) — Q which respects the operations and such that f{(x,1)} =
f(x). The homomorphism condition forces us to define

F{(@i,piicr} = Ppif (@)

icl

7o) = | Fwh.
veA

Laws (1)—(4) again guarantee that the definition in the first line does not
depend on the representative for (z;,p;)ic;r. Laws (8),(9) guarantee that the
second line is well defined. Law (5) guarantees that f{(x,1)} = f(z). The
function respects the sum (and 0) because of law (12). It respects the product
because of laws (6),(7),(11). It respects the union because of law (10).

Note that the unit of the adjunction (which is also the unit of the corre-
sponding monad) is just npny

We have to show that the monad generated by this adjunction is the same as
the monad generated by the distributive law. The functor and the unit are the
same. Instead of showing that the multiplication is the same, we equivalently
show that the Kleisli extension operators are the same.

Let f: X — P(IV(Y)) be a function. Consider a finite set of finite indexed
valuations A € P(IV(X)). Since A is finite it is not restrictive to assume that
all its elements are indexed by the same set I. So we can write

A= {(af,pf)ier|p € R},
with the convention that for two different p, p’ the corresponding indexed valu-
ations are different. Analogously, we write

i 7

FE) ={W7" a5 )jes o™ € S},

with a similar convention as above for any fixed (i, p), and also assuming that the
S4P are all disjoint. Again it is not restrictive to assume that all the valuations
are indexed by the same set J.

We want to evaluate f(A), the Kleisli extension of the monad generated by
the universal property:

F{@t.pDier 1 pe BY) = | @Dpif@al).
pER i€l
Now it can be proved by induction on the size of I that
@pf{(?]},wﬂ;w)jej | o™ € Si’p}
iel

P (i P (i i , .
= {(yf ()7275(15 ())(j,i)eJxllkp I — US”’, k(i) € S””}.
icl

Therefore:
F({@ p)ier|p € BY)

kP (3 kP (3 % . 7
{6 O 00 D) et 1k 1= ) 5™, k(i) € S, p € R}
i€l



3.4. THE CONVEX POWERSET 49

Let’s now look at fT(A), the Kleisli extension of the monad obtained via the
distributive law.

71 ({@f s | € RY)
= uFuVo PdIV({(f(xf),pf)iel S R})

= wPuV ({026 pier |12 T — IV(Y), 17G) € [(f)}|o € R})

By the conventions we have assumed, choosing an element in f(2f) is the same
as choosing a o” € S%, therefore it is equivalent to think of h” as a function
h? i T — J;c; S“P, hP(i) € S»P. Then we can continue the chain of equalities

= MPNIV({{((y?p(i)vQ;Lp(i))jehpf)iel |he 21— | ) S™, kP(i) € S%7}|p e R})
i€l

=i ({0 o) D) garesnr |07 1= | S™7, w2G) € 57} | p € RY)
i€l

h* (i h? (% i . i
= {(yjz (’),pqul (z))(j,i)EJXI |h?: T — U SP hP(i) € S pe R} )
iel
O

We can see finite indexed valuations and finite sets as (equivalence classes
of) terms. In this way we can give a syntactic interpretation of the categorical
distributive law: it takes a term where there are no probabilistic operators inside
a nondeterministic one and transforms it into a term where all the nondeter-
ministic operators have been pushed outside. In other words we can interpret
the equations (11)—(12) as rewriting rules, from left to right.

3.4 The convex powerset

Another solution for combining the nondeterministic and probabilistic monad
consists in forming the distributive combinations of the theories thus freely
generating a new monad. The convexity law suggests a way of representing
this construction concretely. This section is inspired by the work of Tix and
Mislove, although they are only concerned with DCPOs, while we work here in
the category SET.

3.4.1 Finitely generated convex sets

Recall that a real cone is a real quasi-cone satisfying the extra axiom
13. (p+ q)A = pA @ gA.

Definition 3.4.1. A subset X of a real cone is convex if for every x,y € X,p €
[0,1], we have pz © (1 — p)y € X. Given a set X, its conver closure X is the
smallest convex set containing X. A convex set X is finitely generated if there
exists a finite set X such that X = X;. Given a finite set I, elements x;,7 € I
of a real cone and nonnegative real numbers p;,i € I such that > icrPi = 1, the
element @iefpizi is said to be a convexr combination of the x;.
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The following result is standard.

Proposition 3.4.2. For a set X, we have that X is the set of convexr combi-
nations of elements of X.

Definition 3.4.3. For a real cone Z we define
Pry(Z) ={Y C Z|Y convex, finitely generated} .
We define
o pY ={pylyeY}
e YooY ={yaylyeY,y eY'})
o 0={0};
e YUY =YUY' ={pyd(1-p)y|pe(0,1],yeY,y €Y'}

3.4.2 Equational characterisation
We characterise the functor Prjs as a free construction.

Definition 3.4.4. A real cone-semilattice is a model for the theory (1)-(13).
The corresponding category is called RCS.

Proposition 3.4.5. The operator Pry; with the operations as above defines a
functor RCONE — RCS which is left adjoint of the forgetful functor.

Proof: First we have to show that the operations are well defined and satisfy
the axioms. If Y, Y’ are convex, it is easy to show that pY Y @ Y'Y UY are
convex. If Yy, Y] are finite generators for Y, Y’ then pYj is a finite generator for
pY, Yo @ Y] is a finite generator for Y @Y’ and Yy U Y] is a finite generator for
Y UY’. As for the axioms the only nontrivial ones are (12)-(13): here is where
convexity is needed.

Then we have to show the universal property characterising freeness. For
every real cone Z and real cone-semilattice H and real cone homomorphism
f:Z — H, there exists a unique RCS-morphism f : Pry;(Z) — H such that
f({z}) = f(2). Now for every Y € Prps(Z) let Yy be one of its finite generators,

then _
) =4 rw.

YEYy

The homomorphism condition implies uniqueness. We have to show that
this function is well defined and that it is indeed a homomorphism. First we
need to show that the definition does not depend on the chosen finite generator.

Lemma 3.4.6. Let H be a real cone-semilattice, let Yo, Zo be finite subsets of
H. IfYo = Zo, then UYO = 620

Proof: We prove this for the simple case where Yy = {y,v'}, Zo = {2, 2'}.
The general case can be proved in a similar way. We want to prove that
ydy =24z Wewill provethaty 9y’ =y Uy’ U z J 2’ (which, by symme-
try, implies our result). Note that, from the assumption, z, 2z’ must be convex
combinations of y,y’. The statement is thus a consequence of the following
proposition.
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Proposition 3.4.7. In a real cone-semilattice, if w is a convexr combination of
v,y then
yyy =ydy duw.

Proof: Let w =py & (1 — p)y’. Then

ygy = plyuvy)e(l-p)(yYy)
= yuy dpye (1 -p)y) Yy el -py).
The statement of the proposition follows from

Lemma 3.4.8. In a semilattice, if t =x Y x' Uz’ thenx =2 Y x'.

Proof:
rUr =02 U’ U=z U’ ==z.

O

Finally it is easy to verify that f respects the operation, using the distributive
law (11-12), and the fact that f is already a homomorphism of real cones. [

The combination of the two adjunctions
SET _ L~ RCONE _ L~ RCS

gives rise to a monad in SET.

Note that the the monad Prj; on RCONE is not a lifting of the monad P,
because, in general, convex sets are not finite. Therefore the monad Pry; oV
on SET is not obtained by any distributive law Vo P — Po V.

3.4.3 The Kleisli extension

Let’s look concretely at the Kleisli extension of the monad Prp; o V.
Take f : X — Pra(V(Y)),say f(z) = B.. Wehavethat fT: Pry(V(X)) —
Pry(V(Y)) is defined as

i) =4 > ¢@)B..

£€Ap zeEX

In chapter 5 we will need the following proposition.
Proposition 3.4.9.
') =J DB, = {QB E@)h(@) | h: X = V(Y),h(z) € B, § € A} :
teAzeX z€X
Proof: Let’s call
o V= UgeAO D.ex §()By;
o U:= UgeAO ®xeX §(2)Ba;
o W:= UgeA D.cx &(7)Bs.
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Remember that U = V.
Clearly V' C W. Moreover W is convex:

p P E@)h(z) & (1 —p) P € (@)W (2)

reX zeX
= P pe(@)h(x) @ (1 —p)¢'(x)h ().
zeX
Define " = p€ @ (1 —p)¢’ € A, and /' (x) = pg((?) h(x) + %h’(x). Since

- E//
B, is convex , then h”(z) € B,. (If £’(x) = 0 then h”(z) can be set equal to
any element of B,.) We have

" (@)h"(x) = p§(x)h(x) & (1 —p)¢' (2)h' (z) .

Therefore U C W.
For the other direction take @,y {(z)h(x). We know that § = P, pi&i
with & € Ag. So

P @) = D Prici@h(x) = Pri @ 6 @)hi)

reX zeX i€l icl reX

which is a convex combination of elements of V. O



Chapter 4

Indexed Valuations and
Domains

In this chapter we define various notions of indexed valuations on continuous
domains. We make use of the theory of abstract bases seen in 2.3.3. All construc-
tions we perform start by defining an AB-relation on the set of finite indexed
valuations, and then consider its ideal completion.

This allows us to characterise equationally all our constructions. In the
category CONT, we have three choices for modifying the theory of real cones:
we can remove the equation pA®qA = (p+¢q)A completely, or we can substitute
an inequation for it. Our first choice, the reason for which we discuss later, is
to substitute the inequation pA ® ¢A C (p + ¢)A. The monad freely generated
by such inequational theory is called Hoare indezed valuation monad ZV.

We show the relations between Hoare indexed valuations and continuous
valuations. Specifically we show the existence of a insertion-closure pair between
them.

We define a categorical distributive law between Hoare indexed valuations
and the Hoare powerdomain and show the correspondence with the equational
distributive law. We discuss why we were not able to define analogous distribu-
tive laws involving the Plotkin powerdomain or the Smyth powerdomain.

We discuss the other two choices of an equational theory. Removing the
equation pA ® ¢A = (p + ¢)A completely gives rise to the Plotkin indexed val-
uations, while substituting for it the inequation pA @ gA 3 (p + ¢q)A gives rise
to the Smyth indexed valuations. We briefly study them and their relation with
the powerdomains. In particular we show that there is no insertion-closure pair
between either of them and continuous valuations.

Unfortunately we are not able to provide concrete characterisations of these
constructions yet, and we will discuss the difficulties we have encountered. This
discussion leads us to propose another definition of indexed valuations that may
overcome some of the problems.

Finally we briefly present the convex powerdomain of Tix and Mislove.

93
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4.1 Hoare indexed valuations

In this section we define the Hoare indexed valuations as ideal completion of an
abstract basis (see 2.3.3).
The definition of the abstract basis is inspired by the Splitting Lemma 2.5.11.

4.1.1 The AB-relation

Let (X, <) be an abstract basis. We define a relation < on IV (X) in such a way
that (IV(X), <) is an abstract basis:

Definition 4.1.1. For (z;,p:)icr, (¥5,95)jes € IV(X)

(ﬂfz‘,pi)ief = (yjaqj)jEJ

if and only if there exists a partial surjective function f : J — I, such that
Zf5) Y5

JZSS q;j -
f@)=i

We call such an f a witness for the relation.

The above definition uses representatives of equivalence classes. It should
be read as: “v < ¢ if there is a representative (x;,p;);er of v, a representative
(Yj,¢5)jes of € and a witness 7. We could therefore restrict to total witnesses:
suppose v < § and f is a witness on the representatives (z;, pi)ier, (Y;, ;) eJ-
If f is partial, consider the set Jy C J where f is not defined. For every j € Jy
let z; € X be such that z; <y;. Such elements exist because of the interpolation
property instantiated with |F| = 0. Let K := I W Jy and for every k € K let

. [ pe ifkel
Pri=\ 0 ifkeJy,

. Tk ifkel
7 oz ifk e .

Clearly (x4, pi)icr ~ ()., P},)ke K, because we added only indices with weight
0. Now define f’: J — K by

oo ) fG) i
f(j)_{j it ¢ .

It is easy to see that f’ satisfies the conditions for being a witness, and moreover
it is total.

We choose to deal with partial functions as witnesses, because this gives us
more versatility.

There are three reasons for Definition 4.1.1. Firstly, this definition is an
“indexed” version of the splitting lemma (2.5.11). Secondly, it has an interesting
computational interpretation. We will discuss it in Section 4.7, and in Section
5.4, where we will make use of the notion of scheduler for a probabilistic and
nondeterministic operational model (see Section2.6). Finally, this definition
corresponds to an inequational theory that allows us to match equational and
categorical distributive laws, as we did in the category of sets.
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Proposition 4.1.2. (IV(X), <) is an abstract basis.

Proof: To show transitivity we show that if f is a witness for (z;,p;)icr <
(yj,4¢5)jes and g is a witness for (y;,q;)jes < (21,71)i1er then f o g is a witness
for (4, p:i)icr < (z1,71)1er- Clearly it is surjective.

® Zg1)) SYg) < 21- And < is transitive.

© P < =i UK Lp(y=i 2g=i T = 2 p(aan=i T
We have now to show the finite interpolation property. It is enough to consider
the cases for which |F| = 0,2. The case |F| = 0 is straightforward.

Now, let (zi,p:i)icr, (Y5, 45)jes < (21,71)1er with witnesses f and g. For
every [ € L consider the set Z; := {xyq) |l € L} U{yyq) | I € L}. Since f, g are
witnessing functions, we have Z; < z;. Since (X, <) is an abstract basis, and Z,
is finite, by the interpolation property there exists a z; such that Z; <z < z;.

Let s := ) ,c; 7. Let 2se be the minimum among all the numbers of the

form

Zrz — Piy Zrz — ;-

F0)=i g(h)=j
Consider (z], (1 — €)r7)icr. The identity function on L is a witness for (z], (1 —
e)ri)ier < (21, 71)ieL while f, g are witnesses for (2, pi)ier, (¥5, ¢5)5es < (2, (1=
e)ri)ier:

2(1*6)7"1 —pbi = ZT’l —€ ZT’z —Pi

fH)=i fH)=i f)=i

— € <Z 7’1) —Di
fh)=i leL
= Z | —se—p;

(]

> Zrl —2se—p; > 0.

4.1.2 Indexed valuation as ideal completion

Definition 4.1.3. If D is a continuous domain generated by the abstract basis
B, let ZV(D) be the ideal completion of (IV(B),<). Its elements are called
Hoare indexed valuations or simply indexed valuations.

We will see later why the name of Hoare appears here.

Apparently the definition depends on the choice of a basis for D. We will
show in the next Section that different choices of the basis give rise to isomorphic
constructions.

As a corollary of the proof of Proposition 4.1.2 we have the following propo-
sition.
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Proposition 4.1.4. If

(bispi)ier = (¢j,9)jer
then for every j there exist ¢; < ¢; and q; < g; such that
(bispi)ier < (02‘711;‘)]'61 =< (¢jsq5)jer -
Recall the definition of the function tp : B — Idl(B) defined as tp(b) = |} b.
It is interesting to make the following observation.

Proposition 4.1.5. If up : B — D is injective, then tpy(py : IV (B) — IV(D)
18 injective.
This is in contrast to what happens, for instance, with powerdomains.

In order to prove Proposition 4.1.5 we need some lemmas. The first two are
easily proved by contraposition.

Lemma 4.1.6. If . : B — D is injective, and L((b,p)*e{*}) = L((b/,p/)*e{*}),
then b="b" and p=1p'.

Lemma 4.1.7. If up : B — D is injective, and ((b;,p;)ic1) = L((b},p})jel),
then |I| = |J|.

Proposition 4.1.5 is consequence of the following lemma.

Lemma 4.1.8. If L((bi,pi)ig) = L((b;,p;)ig), then there exists a bijection
f:I— I, such that for alli € I, b; = b’f(i) and p; :p’f(i).

Proof: Forevery i € I, pick (ai, ¢i)«e{«} such that (a;, ¢i)veqsy < (biyPi)vefsy
and such that whenever (ai,qi).efs) < (b;-,p;-)*e{*} then L((bi,pi)*e{*}) -
We have to show that such element exists. Let I, be the set of j € I
such that L((bi,pi)*e{*}) g L((b;,p;)*e{*}). For every j € I; we can thus find

(a‘z7q£)*€{*} < (bi7pi)*€{*}7 such that (af7Qf)*e{*} 74 (b;ap;)*e{*} By the

interpolation property we find a; such that a! < a; < b; and ¢; such that
qi <L g < p;. Clearly (aia%)*e{*} = (bzapz)*e{*}a and lfj € Iia (aiaqz')*e{*} 74
(05, ) we g}

Since by hypothesis we have ¢((b;, pi)icr) = ¢((b},p})icr), then it must be
(@i, qi)ier < (U, p})icr. Let f : I — I be the witness, which is necessarily a
bijection. Therefore (ay(), ¢rei))sersy < (0}, Pi)weqsy for all i € I, and hence
L(brGiy Pri))etsy) S {0 P wes)):

Symmetrically, there is g : I — I, such that L((b;(f(i)),p;(f(i)))*e{*}) C
t((br(i)s Prii))wes})-

Since gf is a permutation, then if n = |I], (gf)™(¢) = i. So that

(b5 i) se(sy) = Llbgpyn (i) Plogin i) setny)
C u((breann-1) Prar—@))etsy) S - S t((braysPrei))wets))

Therefore, for every ¢ € I we have L((bf(i),pf(i))*e{*}) = L((b;,p;)*e{*}),
which by lemma 4.1.6 implies the thesis. (]
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4.2 Equational characterisation

In this section we characterise Hoare indexed valuations as a free construction.

4.2.1 Continuous quasi-cones

Recall the equational theory (1)—(7) of section 3.3. We add only one more
axiom, which corresponds to definition 4.1.1 of the AB-relation on finite indexed
valuations.

e HV: (p+q)AC (pA®qA)

Definition 4.2.1. A continuous Hoare quasi-cone, or simply continuous quasi-
cone, is a structure (D, C, ®,®) such that

e (D,C) is a continuous domain;

e &:D x D — D is continuous;

e ©:[0,4+00[xD — D is continuous;
e axioms (1)—(7) + (HV) are satisfied.

We can extend the definition of the scalar multiplication to +oco by continu-
ity. The defining axioms (1)—(7) + (HV) are still valid for this extended set of
scalars.

Let CONT be the category of continuous domains, and QCONT be the
category of continuous quasi-cones and continuous homomorphisms. (In fact,
in what follows, we will always mention bases. Therefore CONT will be the
category of abstract bases and continuous functions between their completions.
This is clearly equivalent to the category of continuous domains and continuous
functions. Similar considerations apply to all the other categories we will define.)

Proposition 4.2.2. If D is a continuous domain then V(D) is a continuous
quasi-cone.

Proof: By construction ZV(D) is a continuous domain. We have to define
the operations. We put

e IaJ={rvaglvel, e Tk
e pZ ={pv|vel}
° Q:{(a )’LG@}

The operations are well defined: the sum of two ideals is downward closed
by construction, while downward closedness of the other two and directedness
follow from the fact that the operations on IV (X) respect the AB-relation:

Lemma 4.2.3. If v, &,V & are finite indexed valuation on X,
a) If v <0 then v =0;
b) if v < V' then pv < pv/';

c) ifv<v &< thenvd &<V @f.



58 CHAPTER 4. INDEXED VALUATIONS AND DOMAINS

Proof:

a) The empty function is a witness for 0 < v. If (a;,p;)icrs is a representative
for 0, then p; = 0for alli € I. If v = (y;,¢;)jes and if f : [ — J is
a witness for v < 0 then ¢; < Zf(i):j p; = 0. Therefore for all j € J,
q; = 0.

b) A witness for v < v/ is also a witness for pv < pv/.

c) If fis a witness for v < v/ and g is a witness for £ < &', then, assuming
that dom(f)Ndom(g) = (), we have that fUg is a witness for v®¢ < ' ®E'.

0 (4.2.3)

It is easy to see that the operations satisfy axioms (1)—(7). The fact that
they satisfy (HV) follows from the roundness of the ideals and the following
lemma.

Lemma 4.2.4. If v <& and p < q1 + q2 then pv < 1€ S ¢2€.
Proof: Let v := (a;,pi)ier, & := (bj,7j)jes. Since v < ¢, by definition there
exists f:J — I, s.t.:
SIORLIE
Di < Z Tj .
FG)=i
We want to prove that pv < ¢1& @ ¢2€, i.e. that.

(ai,ppi)ier < (bj, qr75)(.k)yesx{1,2} -
We need a function f/:J x {1,2} — I, s.t.:
1. ag(j.k) <1bj;

2. ppi < X pr(jymi QTS
Define f’ as follows: f/(j,k) := f(j). First f’ is clearly surjective. Secondly, the
expression (1) is obviously satisfied. As for (2) notice first that pp; < (g1 +q2)ps;
since p; < 37y ;)= 15> then for k = 1,2, qupi < 324 5y—; awrj- So (@1 + @2)pi <
Do pGymi BTG D (=i 9275 = Do pr ()= DTG T Do pr(j,2)=i G275 = Zf’(j,fc:)]_(iélqkri)-
2.

It is easy to show that the operations are continuous. The scalar multipli-
cation is also continuous in the first argument. It is monotonic: if v € pZ by
roundness there exists p§ € pZ such that v < p€ with witness f. If p < ¢ then
the same witness shows that v < ¢£. It preserves lubs: take an ideal Z € ZV(D).
We want to prove that

U rI =47,

r<q
that is for every v, we have v € ¢Z if and only if there exist p < ¢ s.t. v € pZ.
The “if” direction follows from monotonicity. It remains to prove the other
inclusion.

Take v € ¢Z. By roundness there is v/ € ¢Z s.t. v < /. There exists € such
that the witness for v < v/ is also a witness for v < (1 —€)v/. But v/ € ¢Z,
therefore v € (1 — €)qZ. O
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4.2.2 Indexed valuations as a free construction

Proposition 4.2.5. The operator IV extends to a functor CONT — QCONT
which is left adjoint to the forgetful functor.

Proof: We show the universal property, which proves both that ZV is a
functor and that it is left adjoint. The fact that 7V is a functor implies also
that if B, B’ are two abstract bases generating D then the ideal completions of
IV (B), IV (B’) are isomorphic. For every continuous function g : D — & where
£ € QCONT there is a unique gt : ZV(D) — £ (in the category QCONT) s.t.

D
V(D) - - = €.

gt

where n(d) = {(b,p)se(s1 |0 € d, p < 1}. We also claim that the assignment
g +— gt is continuous.

Note first that n is continuous. Then take the “restriction” of g to Bp, de-
fined as g(b) = g(tp(b)). It has a unique homomorphic extension g : IV (Bp) —
&, defined by

y((b%pz zGI = @pz
el
We claim that g is monotonic, in the following sense.
Lemma 4.2.6. If v < ¢, then g(v) C g(§).

Proof: First suppose that (b,p)*e{*} =< (¢j,¢5)jes, and that the witness f
for this is total. Then p K Zje, g; =: q and for every j, b < ¢;. Notice also
that p = Z]e 7 Lp. Applying iteratively the inequation (HV), we can show

that: 0
7 ((b:p)regy) =p9(b) EEP o)
]EJ

Then, by monotonicity of the operations, of g and of ¢,

qj
@ —]pg C @%9 C] CJ7q])JEJ) .

]EI JjeJ

Now suppose (b;,pi)ier < (¢j,qj)jes with again a total witness f. Let J; =
(). Clearly (bi,pi)seqs} < (¢j.45) e, for every i € I. Therefore

7 ((bi, pi)seqsy) ET (e, q5)5e0,) -

Notice that (b;, pi)icr = @ic;(bis pi)sefsy and (¢j,qj)jeq = DBicr(ci, a5)jer,-
Monotonicity of the sum, and the homomorphism condition on g imply that

G ((bi, pi)ier) EG((cj,q5)jer) -

Finally, for the case where f is not total, let Jy be the domain of f and J; be
its complement. Clearly (c;, ¢;)jes = (¢5,¢5)jeqo ® (¢j,45) et Moreover

G ((bi, pi)ier) EG((cj,45)jer) -
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Equations (4)-(5) together with the monotonicity of the scalar multiplication
imply 0 C A. Therefore

ng((v )) Eg((cja%')jeh) :

And finally

9 ((bi,pi)ier) =g ((bispi)ier ©(, ) E ?((Cjan)jeJ) .
O (4.2.6)

Let us call g the extension of g to ZV(D) , the ideal completion of (IV (Bp).
We recall that g'(Z) := || ", g(v). We know that the function g’ is continuous.
The continuity of the operations implies that ¢! is also an homomorphism. Thus
it is a morphism of the category.

It remains to show that ¢"({(b,p).cs} |b € d, p < 1}) = g(d)

Now
g ({(hphepylbedp<1})= [ |1 G((0.p)seisy)
bed, p<1
LT pa®) =| | pg(@) =

bed, p<1 p<1

The last two equalities follow from the continuity of g and of the scalar
multiplication. We also use that | | Tbed tp(b) =d.
To prove uniqueness we need the following lemma.

Lemma 4.2.7. If v,{ are finite indexed valuations on B,
a) trv)(0) =0 ;
b) p(trvsy (V) = trvs)(pv) ;
c) v (V) © vz (§) = v (v ©§) -

Proof: Equation a) holds by definition. Equation b) is easily proved using
the definitions. Equation ¢) is a consequence of Proposition 4.1.4. O (4.2.7)

As a consequence, for every v € IV(Bp), g(v) = g'(1(v)).

IV(Bp)
IV(D> E.

Let h : V(D) — & be a continuous homomorphism such that for every
d € D, h(n(d)) = g(d). Since h is an homomorphism, we have that for every
(bi,pi)ier € IV(Bp)

h( ( upz zEI @pz bul *E{* } @pz )) = @pig(b

icl icl icl

= g((biapi)ief) = gT(l(biapi)iGI)
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Since h and ¢! coincide on the basis, they are equal.
Continuity of the operations and an exchange of suprema proves continuity
of the assignment g — gt. O

We want to give a meaning to the expression (d;,p;)icr even when d; € D
but not necessarily d; € B. We stipulate that

(di, pi)ier == EPpin(ds) .

iel
Proposition 4.2.8.
(diypi)ier = | {(biqi)ier | bi < di & qi < p;}.

Omitting the mention of the forgetful functor, we can say that 7)) is a monad
in CONT. The unit n5Y : D — ZV(D) is the extension of n5 : B — IV (B);
the multiplication y%Y : TV?*(D) — IV(D) is the extension of uL : IV?(B) —
IV (B) defined as in the category SET.

4.3 Relationship with continuous valuations

The fact that the definition of the abstract basis is similar to the Splitting
Lemma is reflected by the following theorem which shows the tight relationship
between Hoare indexed valuations and continuous valuations.

Let’s call Flatp : IV(D) — V(D) the extension of ¥ : D — V(D). This
makes sense since V is a continuous d-cone, and then, a fortiori, is continuous
quasi-cone. The function Flatp “forgets” the indices. It “flattens” an indexed

valuation down to a valuation. For a finite indexed valuation v := (b;,p;)icr,
we have that
Flat(u(v)) = ) pins,
il

This operation has an adjoint defined as
Satpy ={¢ € IV(Bp) | Flat(¢(§)) < v}.

The function Satp, takes a continuous valuation and returns a corresponding
indexed valuation “with the most possible indices”.

Theorem 4.3.1. Let V be Jones’ powerdomain of valuations functor. The func-
tions Flatp, Satp are continuous homomorphisms of real quasi-cones, natural
in D and form a continuous insertion-closure pair ZV(D) — V(D).

In particular the function Flatp is surjective: every continuous valuation
has an indexed representative. The fact that Sat is an adjoint implies that its
definition does not depend on the choice of the basis.

Proof: To simplify the notation, we assume that ¢ : Bp — D is injective, so
as to drop the mention of ¢. The proof does not rely on this assumption. We first
prove that Satp is well defined. It is enough to prove that for every v € V(D)
the set W = {£ € IV(Bp) | Flat(§) < v} is an ideal in ZV(D). It is clearly
downward closed, because Flat is monotonic. Take &1,&; € W. By directedness
of the set of valuations way below v, there exists a simple valuation ¢ such that
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Flat(&1), Flat (&) < ¢ < v. We want to build a finite indexed valuation ¢ such
that &1,& < & and Flat(§) = ¢ < v. This proves the directedness of W. Let
&1 = (@i, pi)ier, &2 := (bj, qj)jes. Assume that i # i’ = a; # ay and similarly
for £&. We will argue that this is not a restriction.

Therefore we can write & = (a,pq)aca and & = (b, q)pep. Since Flat
is a homomorphism, Flat(§1) = >, o4 pom, Flat(§2) = ZbeB Q- Let ¢ =
> ccc Sele- By the splitting lemma we know that there are ta » and tic, such

that
1 2
Ztaqc = Pa; th,c = qb,
ceC ceC
2
Z t}w < Sc, th7c <S¢,
a€A beB

witht, , >0=a<cand t} ., >0=Db<c.
Define £ := (Za,b,c; tab,c)(a,b,c)eAx Bxc Where 24 p . := ¢ and

sctl 2

a,c’b,c

tap,e :=
»0, 2
Za,beAxB ta,ctb,c

We have Flat(§) = ¢.

Then consider f(a,b,¢) := a, defined for all (a,b,c) for which ¢}, > 0.
Similarly g(a, b, ¢) := b defined for all (a,b,c) for which tac > 0. We show that
f is a witness for 51 =< & (and similarly for g and &2). For every a we have p, > 0
and p, = Y. th .- Therefore some of the ¢} . > 0 and f is surjective. For the
(a,b,c) where f is defined we have a < ¢ = :anb’c because t;, . > 0. Finally we

have to show that
Pa < Z ta,b,c =:Tq-

f(a;b,c)=a
Let’s go:
Scty ol
D S
fla,b,c)=a beBtL a,be AxB ac

Adding the trlz,c = 0 we have that

Z S tzlz Ct% c Sctzlz,c 2beB tIQz,c
>

1 2
beB,ceC a,be AxB a c b c ceC ZaeA ta,C ZbEB tb,c

B Z sctmc ZbeB tac - scﬁ}Lc
ceC (ZaeA ttlz,c)(ZbEB t%,c) ceC ZaEA tcll,c

Since Y, 4ta . < Sc we have that

The assumption that i # ¢/ = a; # a; is not restrictive: let’s try to suggest
why. Suppose v = (a,p)we(+} < § = (¥4, 45)jes. Now we split the index in v:
take v/ := (ak, "kP)ke{1,2y Where ap = a for k = 1,2 and r; +ro = 1. Consider
then & 1= (yjx,7k45)(j,k)esx{1,2}- It should be clear that v" < ¢’. Moreover,
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although & £ &', for every ¢ < & we have ¢ < £’. Thus if we find an upper bound
& for an indexed valuation satisfying the restriction, we find a suitable upper
bound &’ for the more general ones.

Monotonicity and continuity of Satp are obvious. We have to check that
Satp is a homomorphism. Clearly Sat(0) = 0. Also Sat(pv) = pSat(v). To
show that Sat(v1 @ va) = Sat(vy) @ Sat(ve), we first notice that, since Flat is
a homomorphism and since < respects @ in V(D), then Sat(v1) & Sat(ve) C
Sat(v1 @ vy). Take now ¢ € Sat(v; ® v2). To prove that ¢ € Sat(v1) ® Sat(va)
it is enough to show that there are (1, (s such that Flat(¢;) < v, Flat({e) < &
and ¢ < (1 @ (.

Consider the sets 1 and |vs. Since the addition preserves the way-below
relation (proposition 2.22 in [Tix99]) we have that | v + | v C | v1 +v2. Notice
that Lul + il/g is directed with lub 1 4+ 5. Thus for every x < vy + vo there
exists x1 + X2 € [ v1 + | v2 such that x < x1+ x2. With enough indices we can
find (1, (o, such that Flat(¢1) = x1, Flat(¢2) = x2 and ¢ < (1 & (a.

We now prove that Flat poSatp is the identity on V(D). Take a valuation v €
V(D). We know (Theorem 2.5.10) that it is the directed supremum of the set | v
of all way-below simple valuations. Now Satp(v) = {£ € IV(Bp) | Flat(¢§) <
v}. By definition of Flat p, we have that Flat p(Satp(v)) = || Tgesaw(u) Flat(§).
And since Flat is surjective onto the set of simple valuations, we have that
L TEGSatD(u) Flat(§) = | T<<<y (=v.

It is easy to see that Satp o Flatp is above the identity on ZV(D).

We now prove naturality of Flatp. We have to show that for every continuous
f: D — FE the following diagram commutes.

We prove this by showing that both sides of the squares are equal to the
extension of Y o f.

In the following diagram
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vy

D L V(D)
TV(f) :
|
f IV(E) [
|
E . V(E)
e

the upper left triangle commutes because of the naturality of 7Y . The lower tri-
angle commutes by definition of Flatg. The right triangle commutes by unique-
ness.

In the following diagram

D L V(D)
Flatp '
) / :
f V(D) |
|
V() '

E - V(E)

the upper triangle commutes by definition of Flatp. The lower left triangle
commutes because of the naturality of n¥. The right triangle commutes by
uniqueness.

The naturality of Satp,

V(D) —2%2 . 7y(D)
V(f)l lIV(ﬂ
V(E) — 22 TV(E)

can be proved with some pain using the following observations (which we have
already used implicitly).

Proposition 4.3.2. If £, € IV(Bp) and & < ¢, then Flatp(§) < Flatp(C).
If¢,( € IV(Bp) and Flatp(§) < Flatp(C), then there exists (' € IV(Bp) such
that £ < ¢" and Flatp(¢') = Flatp(C).

The idea being that {’ can contain more indices than (. O

4.4 The distributive law

We now show that there is a categorical distributive law between the indexed
valuations monad, and the Hoare powerdomain monad. We will first show this
by showing that the Hoare powerdomain monad lifts to the category of algebras
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for ZV in the category CONT. We then propose an alternative proof using
the abstract bases. This second proof is less insightful and more technical than
the previous one, but has the advantage that it is possible to apply the same
technique for the Smyth and the Plotkin powerdomains, for which a concrete
characterisation is less forthcoming.

4.4.1 The distributive law via Beck’s theorem

First, using Beck’s monadicity theorem, we prove that the category of ZV-
algebras is equivalent to QCONT. This proof is basically the one in Section
2.2, although it has to be recast in the context where scalar multiplication is
continuous in the first argument, which is straightforward.

We have then to define the lifting of the Hoare powerdomain to the category
QCONT. That is, when £ is a Hoare continuous quasi-cone, we have to define
a Hoare continuous quasi-cone structure on P (€). Then we show a universal
property for this operator, showing that it lifts the monad in CONT. Recall
that when D is a continuous domain, the Hoare powerdomain P (D) is the free
join-semilattice on D and it is concretely characterised as the set of nonempty,
Scott-closed subsets of D, ordered by inclusion (see Section 2.4).

Let’s define the operations on Py (E). We put

e 0:={0};

o pC:={pv |veC}h

e Cal ={vaev |velC v eC}.

We have to show that these operations are well defined and satisfy the axioms.
0 is closed, and if C is closed then pC is closed. Finally C' & C’ is closed by
definition.

The operations are obviously monotonic.

We show that the operations are continuous in the stronger sense that they
preserve all suprema, even non-directed ones. The scalar multiplication is con-
tinuous in the second argument: take a family of closed sets (C;);cr. We have
to check that p| JC; = |JpC;. This follows from the fact that for every set X,
pX = pX, which in turn follows from the fact that multiplying by p > 0 is a
homeomorphism. The scalar multiplication is continuous in the first argument.
Let (pi)icr be a chain in RT, and let p := sup;c;pi. If pr € pC then clearly

pv = sup;c; piv € JpiC. The other direction follows from monotonicity. To
prove continuity of the addition let (C;);cr be a family of closed sets. We have
to prove that

UG eccJ@ceco)
il icl

To do that it is enough to show that
UaecclCao)
iel i€l

Take v € |
ve(C;eC.

i1 Ci @ C. Let’'s say v =& & & with § € C; and £ € C. But then
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We omit the simple proofs of most of the axioms. To prove axiom (HV), pick
(p+q)v € (p+¢)C. We have to show that (p+q)v € pC®qC. But pv € pC and
qu € qC, so that pv @ qu € pC @ qC. By definition pC @ qC' is downward closed.
Since £ is satisfies (HV) then (p + q)v C pv @ qv so that (p + q)v € pC @ qC.

I want to draw the reader’s attention to this last paragraph. We use the fact
that the sets in the Hoare powerdomain are downward closed. If we tried to lift
one of the other powerdomains, the proof would break down here. In the next
section we will we give an alternative proof of the distributive law and we will
again draw the reader’s attention when we reach the crucial point.

We now show the universal property that at once shows that Py is a monad
in QCONT, and that it lifts the monad in CONT. First we notice that
nE 2 & — Pu(€) lifts to a morphism in QCONT. We have to check that

n(0) = {0} which is true. Secondly n(pv) = {pv} = pv = pn(v). Finally
nved) ={ref={ael|v v ={rie{=nw)en() The
second equality holds because of monotonicity of @ in £.

We need to define the category QCJ-algebras QCJ.(QCJ stands for quasi-

cone join-semilattice).

Definition 4.4.1. A continuous QCJ-algebra is a continuous domain algebra
over the theory (1)—(12) + (HV) + (HP), with the extra requirement that the
scalar multiplication be continuous in the first argument.

The category QCJ has QCJ-algebras as objects and continuous homomor-
phisms as arrows.

The universal property is the following: for every morphism g: £ — J in
QCONT, with J € QCJ there is a unique g : Py (€) — J (in the category

QCJ) s.t.
&
| N

PH(g)——T>j.

g9

We first have to observe that Py (€) is an object of the category. We
have seen it satisfies axioms (1)—(7),(HV) and we know it satisfies axioms (8)—
(10),(HP), because the definition of U is the same as in the category CONT.
We have only to show the distributive axioms (11)—(12), which is straightfor-
ward.

Finally we have to observe that the extension obtained by the universal
property of the Hoare powerdomain preserves sum, scalar product and 0.

9'({0}) = g (n(0)) = g(0) =0

g @C)= || 9)=|]9)=p|] o) =pg'(C)

vepC veC veC
dcec)= || o
veCel’
Now C @ (' is the Scott-closure of the set W :={v & v |v e C,v/ € C'}. We

argue that I_lgeW g(f) = I_lgew g(f)
The hard direction is showing that | |57 9(§) T U, g, cw 9(v ® V). Take

¢ € W, by Lemma 2.5.2, £ = | | Tzetan (¢ for some directed Z C | W. Since g is
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continuous, g(§) = || TCEZg(C) C e ew 9(v @ 1), Since this is true for any
& € W, our claim is proved. Therefore

gcec)= || gwvar)

veC,w' eC’

Since g is a homomorphism of quasi-cones, we have I—'VGBV’EW gvae V) =
U ccrec 9w) @ (V). Equation (12) tells us that & is a homomorphism of
join-semilattices and therefore preserves all least upper bounds (not only the
directed ones). Thus

L] swes)=|]oswe || o¢/)=4¢"(C)eg'(C)

veC,w'eC’ veC v'eC’

The way the extension is defined is exactly the same as the way as in the
monad in CONT. This automatically implies that the multiplication lifts. We
have thus proved the following theorem.

Theorem 4.4.2. The Hoare powerdomain monad lifts to a monad in the cate-
gory of continuous Hoare quasi-cones.

By Beck’s theorem on distributive laws (Theorem 2.2.3), we obtain the exis-
tence of the distributive law. Note also that we have obtained the lifted monad
via an adjunction involving the category QCJ. This shows the coincidence of
the equational and the categorical distributive laws.

4.4.2 The distributive law via the bases

We provide an alternative proof of the existence of the distributive law. We will
use some notions defined in Section 2.3.

Given a continuous domain D with basis B, consider the set P(B) of non-
empty finite subsets of B, endowed with the Hoare AB-relation:

XY <<=WweXJyeYrKy.

It is known (see [AJ94]) that (P(B), <) is a basis for the Hoare powerdomain
P (D) (in the sequel we write P for Py).

To define a distributive law we need to give a family ap of continuous
functions ZV o P(D) — P o ZV(D). Our approach is to define a function be-
tween the bases and take the extension as our candidate. Consider the function
ap : IV(P(B)) — P(IV(B)) :

a((Si,pi)ier) = {(h(i),pi)icr| h: T — B, h(i) € S;}.
Lemma 4.4.3. The function ap is strongly monotonic and complete.

Proof: Take (S;,pi)icr < (T},4;)jes. Let f:J — I be a witness for that.
Therefore:

o p; K Zf(j):i a(4);

* Sip = Tj-
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The second formula is by definition equivalent to saying that for every b € Sy,
there exists ¢ € T such that b < c.
To prove strong monotonicity we have to prove that

(h), dictl b 1~ B, hi) € 82} < {0, ek — B, KG) €T}

We have to show that for every h : I — B,h(i) € S; there exist a k : J —
B, k(j) € T; such that (h(i),pi)ier < (k(4),¢;)jes. How is k defined? For every
Jj, consider h( f(4)). It is an element of Sy;). Therefore there exists some ¢ € T
with h(f(j)) < c¢. Let k(j) be one such ¢. Now we claim that f is a witness
of (h(i),pi)icr < (k(j),q;)jes. We have already p; < Zf(j):i q(j). And by
construction A(f(j)) < k(j), so we are done

To prove completeness take S < {(h(i),pi)ici|h : I — B, h(i) € S;}.
We are gomg to find sets T; and numbers q; such that (T}, ql)le] =< (Si,pi)ier
and S < {(k(i), ¢)icr|k : I — B, k(i) € T;}. For every v € S there exists
h:I—B such that v < (h(7), p1)1€] By Proposition 4.1.4 there are b; < h(4)
and r; < p; such that v < (b;,7:)icr < (h(2),pi)icr. Let T; be the collection of
all such b;’s and ¢; be the maximum of all the r;’s. Clearly T; < S; and ¢; < p;.
Moreover by deﬁning k(i) = b; (choosing one such) we get v < (k(%), ¢ )icr, SO
that S < {(k(i), ¢i)ics| k : I — B, k(i) € T3 }. O

Note that it is essential the way the AB-relation is defined. Had we used the
Egli-Milner or the Smyth AB-relation on finite sets, ap would not be strongly
monotonic. As we observed in the previous section, we are not able to find a
distributive law between the Hoare indexed valuations, and either the Plotkin
or the Smyth powerdomain and here is where the candidate proof breaks down.

Define ap to be the extension of ap.

Theorem 4.4.4. The family ap : V(P (D)) — P(ZV(D)) defined above is a
distributive law.

Proof: We prove naturality relying on the naturality of ap in the category
of sets. The proof is conceptually simple, but rather technical. Working with
bases has its price.

We first state some lemmas, of which we omit the proofs. In the following
B, B’ will be abstract basis, D, D’ their ideal extension, P(B) will be endowed
with the Hoare AB-relation, and IV (B) will be endowed with the AB-relation
of definition 4.1.1.

Lemma 4.4.5. The following hold:

e L : B — P(B) is strongly monotonic and complete;

e ub: P(P(B)) — P(B) is strongly monotonic and complete;

o 1LV . B — IV(B) is weakly monotonic and complete;

o ulY  IV(IV(B)) — IV (B) is strongly monotonic and complete;
and moreover

o 0 = eat(nf);

o up = ext(up);
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o 1p” = ext(ng’);
o 1B = estluf).
Lemma 4.4.6. Let f : B — B’ be weakly monotonic and complete. Then
o cot(P(f)) = Pleat(f));
o cot(IV(f)) = TV (eat(f)).

Finally we recall one of the statements of Proposition 2.3.6. Let B, B’, B”
be abstract bases. Let f : B — B’ and g : B’ — B” be weakly monotonic and
complete. Then gof is also weakly monotonic and complete and ext(g)oext(f) =

ext(go f).
Now, let f : D — D’ be a continuous function. First suppose there exists a
function f": B — B’ (the “restriction” of f to the bases) such that

BL>D

A

B ' ——=D
13:4 °

Then f" is weakly monotonic and complete. We have

Lemma 4.4.7. Let B, B’ be two abstract bases, and let f : B — B’ be weakly
monotonic and complete. Then

e P(f): P(B) — P(B’) is weakly monotonic and complete;
o IV(f):IV(B) — IV(B’) is weakly monotonic and complete.

Therefore the two functions IV (P(f")) : IV(P(B)) — IV(P(B')) and
PIV(f"): PIV(B)) — P(IV(B')) are also weakly monotonic and complete.
The following diagram commutes, because it is the naturality diagram for the
distributive law in SET.

IV(P(B)) —2~ P(IV(B))
IV(P(fT))J/ lP(IV(fT))
IV(P(B')) —— P(IV(B')).

Because of Proposition 2.3.6 the commutativity of the diagram carries over to
the diagram

IV(P(D)) —=2> P(1V(D))
zvmu»l lmzvm)
IV(P(D")) === P(IV(D")).

For the general case, when the restriction to the bases cannot be found,
we notice that a continuous domain is a basis for itself. We make explicit the
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difference between a domain D and its ideal completion as abstract basis D.
Notice that the isomorphism tp : D — D is the extension of tp : B — D as

LB

B——D
LB\L \LLD
D——D

LD

and tp is weakly monotonic and complete. Therefore the following diagram
commutes

|

ST
9

LD

-

<

vl

-
f
The commutativity of the diagram

IV(P(B)) —£= P(IV(B))
IV(P(tB)) P(IV(tB))
IV(P(D)) —£= P(IV (D))
IV(P(f) P(IV(f))
IV(P(D")) === P(IV(D"))

IV(P(tg)) P(IV(tpr))

IV(P(B")) —£~ P(IV(B"))

carries over to the diagram

——IV(P(B)) == P(IV(B)) ——
IV(P(tp)) P(ZV(tp))
IV(P(D)) —== P(ZV(D))
IV(P(f)) IV(P(f)) P(IV(S)) Zv(P(f))
TV(P(D") == P(IV(D")

IV(P(epr)) P(ZV(tpr))

N TV(P(D")) === P(IV(D')) <

The four conditions defining a distributive law are proved using the same
idea: we use the commutativity of a diagram in the category of sets and func-
tions, which carries over to the diagram constituted by their extensions.
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For instance to prove that the diagram

IVIVPD)) —22 o 1yp(D))
IV(aD)l/
IV(PEV(D)) b

azv(D)l

PIV(IV(D))) ———— P(ZV(D))

PupY

commutes, it is enough to prove that the following diagram commutes

IV(IV(P(B))) L IV(P(B))
IV(GB)l

IV(P(IV(B))) ap
P(IV(IV(B))) P(IV(B))

Py’

which we have already proved in the category SET.
All the other diagrams are proved in the same way. O

4.4.3 Relations with other powerdomains

The above proof could be applicable to other AB-relations on both P(B) and
IV(B). The key point is that the function ap : IV(P(B)) — P(IV(B)) be
weakly monotonic and complete. All other conditions come almost for free. If,
for example we put the Smyth AB-relation on P(B):

X<YifvVyeYdre X zay

then the function ap is not weakly monotonic. To show this, let X = {xg,z1}
and Y = {yo,y1} with x; <y;, so that X < Y. Suppose moreover that z;4
y1—; and that for ¢ = 0,1 there is z; such that z} < z; and x}4 y1_; (this
is true when, for example, the AB-relation < is a preorder). Then consider
v = (X, 3)seqsy and & := (Y, 3)jeq0.1}, S0 that v < & Consider ap(v) =
{(x0, 3)eetsys (@1, 5)eesy ) And ap(€) = {(90): 3)jeqony | 0: {0,1} — Y}
Therefore we have {(z(, 3)«efs}, (@1, 3)se(s}} < ap(v). Also we have that
(i» 3)iefo.1y € aB(€) But (2}, §)ecqey A (Ujs 3)jeqo,1y for any i.

The same counterexample shows that ap is not weakly monotonic also when
we put the Egli-Milner AB-relation on P(B):

X<YifweYre X . aqy&Vee Xy eY. xay

Recall the the Smyth AB-relation generates the Smyth powerdomain, while
the Egli-Milner AB-relation generates the Plotkin powerdomain. Consequently,
we are not able with our techniques to show there are distributive laws between
(Hoare) indexed valuations and either the Smyth or the Plotkin powerdomains.
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4.5 Plotkin and Smyth indexed valuations

What happens if we remove the axiom (HV) from our equational theory? Or if
we replace it with its dual (SV)? We can still perform analogous constructions,
with the interesting exception of Theorem 4.3.1.

4.5.1 Plotkin indexed valuations

We are going to define a different AB-relation on IV(X). This relation corre-
sponds to an equational theory without the axiom (HV).

Definition 4.5.1. Let (X, <) be an abstract basis. For (x;, p;)icr, (Yj,4;)jcs €
IV (X) define

(xi,pi)ier <P (Y5, 45)jer

if and only if there exists a bijection f: J — I, s.t.:
Zf5) Y5

PrG) < g -

This is essentially the same as definition 4.1.1, except that we require a wit-
ness to be injective as well. An alternative definition makes use of the possibility
of changing the names of the indices. For (x;,pi)icr, (¥j,qj)jes € IV(X) we
have that (x;,pi)ier <p (y;,¢;)jes if and only if I = J and z; <y; and p; < ¢;.

Proposition 4.5.2. (IV(X),<p) is an abstract basis.

Proof: To show transitivity, suppose f is a witness for (z;,pi)icr <p
(¥j,45)jes and g is a witness for (y;,q;j)jcs <p (21,71)icr. Then we know, by
Proposition 4.1.2, that g o f is a witness for (z;, pi)icr <p (21, 71)1cr,. Moreover
if both f, g are injective, then g o f is also injective.

We have now to show the finite interpolation property. Again we omit the
case |F| = 0.

Now, let (zi,pi)ier, (i, Gi)icr <p (zi,7i)icr (without loss of generality).
Then z;,y; <z; and p;, ¢; < r;. Since (X, <) is an abstract basis, for every i € I
there exist z; such that x;,y; <2{ <2z;. Let s := > .., ;. Let 2se be the mini-
mum among all the numbers r; — p;,r; — ¢;. Consider (2}, (1 — €)r;);es. Clearly
(21, (1=€)1i)icr <p (zi,7i)icr- But also (@i, pi)ier, (Vi, ¢i)ier <p (2}, (1—€)ri)ier
Il

Definition 4.5.3. If D is a continuous domain with basis B, let ZVp (D) be
the ideal completion of (IV(B),<p). Its elements are called Plotkin indexed
valuations.

Proposition 4.5.4. If

(bispi)ier <P (¢j,45)je
then for every j there exist ¢; < c; and q; < g; such that

/

(bi,pi)ier <p (¢}, i) jer <P (¢j,45)jer -
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The operations on IV (X) respect the AB-relation
Lemma 4.5.5. If v,&,V/, € are finite indexed valuation on B,

a) if v <p 0 then v = 0;

b) if v <p V' then pv <p pV/';

c) ifv<pv &E<p& thenvdé<pr/ &

4.5.2 Plotkin indexed valuations as a free construction
We present the equational theory characterising Plotkin indexed valuations.

Definition 4.5.6. A continuous Plotkin quasi-cone is a structure (D,C, @, ®)
such that

e (D,C) is a continuous domain;

e ©&:D x D — D is continuous;

e ©:[0,400[xD — D is continuous
e axioms (1)—(7) are satisfied.

Let CONT be the category of continuous domains, and QPCONT be the
category of continuous Plotkin quasi-cones and continuous homomorphisms.

Proposition 4.5.7. If D is a continuous domain then IV p(D) is a continuous
Plotkin quasi-cone.

Proposition 4.5.8. The operator IV p extends to a functor
CONT — QPCONT which is left adjoint to the forgetful functor.

Proof: For every continuous function ¢ : D — £ where £ € QPCONT
there is a unique g’ : ZVp(D) — £ (in the category QPCONT) s.t.

D\
IV(D)-->¢

where 7(d) = {(b, p)se(+} |0 < d, p < 1}.
Take the restriction of ¢ to Bp. It has a unique homomorphic extension
g:1V(Bp) — &, defined by

?((bal)*e{*}) = g(b)§
G ((bi, pi)ier) = @pig(bi)-

We claim that g is monotonic, in the sense that if v <p £, then g(v) C g(&).
First suppose that (b,p).c(s} <P (¢,qQ)xefs}.- Then p < ¢ and b < c¢. By
monotonicity of scalar multiplication and of g,
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Now suppose (bs, p;)icr <p (¢i,qi)icr. Clearly (bs, pi)se(sy <P (CisGi)reqsy for
every ¢ € I. Therefore

G ((bi,pi)segsy) ET ((cir @i)segsy) -

Notice that (b;,pi)icr = @ie](bi7pi)*e{*} and (¢, ¢i)icr = @iE[(Ci;Qi)*E{*}'
Monotonicity of the sum, and the homomorphism condition on g imply that

G ((bs, pi)ier) Eg((ci, qi)ier) -

Let us call gt the extension of g to ZV(D) (the ideal completion of (IV(Bp)).
We recall that gt (Z) := || T, (). We know that the function g' is continuous.
The continuity of the operations implies that ¢! is also an homomorphism. Thus
it is a morphism of the category.

It remains to show that g7 ({(b,p).cqsy |0 < d, p < 1}) = g(d)

Now

9 {0pelb<dp<1}) = | |1 G(0.)seisy)
b<d, p<1

LT pa®) =] | pe(a@) =

bkd, p<1 p<l1

The last two equalities being a consequence of the continuity of g and of the
scalar multiplication.
To prove uniqueness we need the following lemma

Lemma 4.5.9. If v, ¢ are finite indezed valuation on B,
a) 1(0) =
b) p(e(v)) = u(pv) ;
) )@ us) =ulreg) .

As a consequence, for every v € IV(Bp), g(v) = g'(1(v)).

IV(Bp)

| N

V(D) - - > €.
g

@

Let h : ZVp(D) — & be a continuous homomorphism such that for every
d € D, h(n(d)) = g( ). Since h is an homomorphism, we have that when for

every (b;,pi)icr € IV(Bp)

h( ( zapz zGI @pz bza]- x€{x } @pz )) = @ng(b)

el el el

=g((bi,pi)icr) = gT(l(biapi)ieI)

Since h and g’ coincide on the basis, they are equal. O
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4.5.3 Failure of surjectivity

The universal property proved above gives us the function Flatp : ZVp(D) —
V(D) as the extension of n: D — Vp(D).

Interestingly, in this case Flatp is not surjective in general, and therefore
there is no insertion-closure pair. To show this, let D be the domain of finite
and infinite sequences over a two letter alphabet D := {a,b}>°. It is an alge-
braic domain, whose compact elements are the finite sequences. Consider the
following chain of continuous valuations on D.

Vo = Ne

1 1
V1= gNat 5

2 2
1
Vn= Y 5alle
|lo|=n

The limit of this chain is a valuation v, such that for every open set of the
form 7o, vo(l0) = 2‘—10‘ Suppose, by contradiction, that Z is an ideal such
that Flat(Z) = Veo. Then vo = UTgeI Flat(¢). This means that for every
€ < Voo there exists ¢ € 7 such that £ C Flat(¢) C veo. Let & := (1 — &)ne.
We have that {1 < ve. Let (1 € Z such that & C Flat((1) C ve. Say
Ci = (7i,pi)icr, with p; > 0 for all i. Notice that Flat(¢)(D) = > ., pi-
Therefore 1 > 37, ;pi > (1 —¢). Let n be such that min;c; p; > This
implies that |I| < 2".
Consider now

on*

' (1—¢)
62 = Z 2n+1 "70'
lo|=n+1
We have that & < vs. Let (o € T such that & C Flat(¢2) C ve. Say
Co = (7}, p))jes, with p§ > 0 for all j € J. We must have that |J| > 2"+,
This is because for every |o| = n there must exist some j € J with 7} J o.
(And for different o the corresponding TJ/» must be different). If there were
a ¢ contradicting this, then Flat(¢2)(15) = 0, while &(1a) = (21%;1)’ which
contradicts §» C Flat((z). For the same reason, if J, := {j € J | 7/ J o}, then

(1—¢)
Zp;Z 2n+1

j€Js

Notice also that J = |J, J,. Since 7 is an ideal, there is ( € Z such that
(1,C2 <p ¢. Notice that since ¢ € Z, we must have Flat(¢) C vs. Pick one such
¢, say ¢ = (74, p})ker with pj)l > 0 for all k € K.

Rename the indices of (7, (2 and add indices with weight 0 so that we have

¢ = (T, Pr)kek

G2 = (TIQPZ)keK
C = (Tllg/ap;g/)kGK

with p} > p),pr for all k € K.
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Define K3 :={k € K | py > 0} and K, := {k € K | pj, > 0}. Finally define
K, :={k € Ky |}, J o}. Modulo the renaming we have K; = I, K» = J and
K, = J,. In particular |K;| < 27, |K2| > 2n + 1,

> > Xz G

keEK, keEK,
and
dopi> Y m=(1-e).
keKy keKy
Now we have
1> Y
keK
> Y i+ > W
keK, keKo\K;
- XY Y oA
keK1 lo|=n ke K,;\K1

Since |K1| < 2", and all K, are pairwise disjoint, for more than 2" many o’s,
we have that K, \ K1 = K,. Therefore

> 2. W

lo|=nkeK,;\K;

> > Y

K,\K1=K, ke K, \K1

Loy (-9, ,0-9 -9

2n+1 2n+1 2
K, \K1=K,

Continuing the main chain of inequalities we have

1—¢
1 > Zp;;Jr( 5 )

keK,

> (1—g)+(1;E)=g—zg

And for € small enough this is a contradiction.

4.5.4 Smyth indexed valuations
We can define a third notion of AB relation. Let (X, <) be an abstract basis.

Definition 4.5.10. Let (X, <) be an abstract basis. For (z;, p;i)icr, (Y, ;)jes €
IV(X)
(zi,pi)ier <s (Yj,45)jer

if and only if there exists a function f: I — J, s.t.:

i AYf@)

Y opi<as

fl)=3
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Proposition 4.5.11. (IV(X), <g) is an abstract basis.

Definition 4.5.12. If D is a continuous domain with basis B, let ZVg(D) be
the ideal completion of (IV(B),<g). Its elements are called Smyth indexed
valuations.

Definition 4.5.13. A continuous Smyth quasi-cone is a structure (D,C, @, ®)
such that

e (D,C) is a continuous domain;

e &:D x D — D is continuous;

e ©:[0,400[xD — D is continuous;

e axioms (1)—(7) are satisfied;

e the following axiom (SV) is satisfied: pA ® ¢A C (p + q)A.

Let CONT be the category of continuous domains, and QSCONT be the
category of continuous Smyth quasi-cones and continuous homomorphisms.

Proposition 4.5.14. If D is a continuous domain then TV g(D) is a continuous
Smyth quasi-cone.

Proposition 4.5.15. The operator Vg extends to a functor
CONT — QSCONT which is left adjoint to the forgetful functor.

Again, the transformation Flat : 7V — V is not surjective, the counterex-
ample being the one shown above.

4.5.5 Comparing different indexed valuations

Plotkin and Smyth indexed valuations are less interesting than Hoare indexed
valuations, because not all continuous valuations have a Plotkin or Smyth “rep-
resentative”.

How about the distributive law? We just observe in which cases the function
ap : IV(P(B)) — P(IV(B)) is strongly monotonic and complete. This is the
core of the proof of the existence of the distributive law. The other details are
basically the same.

Lemma 4.5.16. Let (B, <) be an abstract basis and IV (B) be endowed with <p.
Let P(B) be endowed with one of the three AB-relations: Hoare, Egli-Milner,
Smyth. In all three cases the function ap : IV(P(B)) — P(IV(B)) is strongly
monotonic and complete.

Lemma 4.5.17. Let (B,<) be an abstract basis and IV (B) be endowed with
<g. Let P(B) be endowed with the Smyth AB-relation. Then the function
ap : IV(P(B)) — P(IV(B)) is strongly monotonic and complete. If P(B) is
endowed with the Hoare or the Egli-Milner AB-relation, then ap is not weakly
monotonic.

The following table shows in which cases ap is strongly monotonic and com-
plete.
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Hoare Plotkin Smyth
Indexed Valns. | Indexed Valns. | Indexed Valns.

Hoare

Powerdomain Y Y N
Plotkin

Powerdomain N Y N
Smyth

Powerdomain N Y Y

We can conclude by saying that the case we have studied in detail is the
most interesting, because:

e Hoare indexed valuations are the only ones that project surjectively onto
continuous valuations.

e We can prove a distributive law only between Hoare indexed valuations
and the Hoare powerdomain.

We have not ruled out the possibility that other distributive laws exist be-
tween Hoare indexed valuations and the other two powerdomains, but even if
they existed, we feel they would not correspond to the equational distributivity.

4.6 In search of a concrete characterisation

The Hoare powerdomain, and the powerdomain of valuations are freely gener-
ated by an equational theory, but they have also an alternative, more concrete,
characterisation. It would be interesting to find an analogous characterisation
of indexed valuations. Unfortunately our attempts have not been successful so
far. We outline in this section the ideas we had and the difficulties we have
encountered.

4.6.1 The leading idea

Our intuition is the following. Finite valuations on a set X are in fact continuous
valuations on the discrete topology of X. A finite indexed valuation is an
indexing function together with a finite valuation on the indexing set. We could
then generalise this and provide the indexing set with a topology. An indexed
valuation on a topological space X would then be a continuous indexing function
together with a continuous valuation on the indexing set. Remember, though,
that finite indexed valuations are defined up to the equivalence relation ~. We
have to define a analogous relation on general indexed valuations. Bijective
renaming is not a problem. More problematic is the irrelevance of indices with
weight 0. One possibility is to define the support of a valuation and then to
identify valuations with homeomorphic supports.

If a v is a continuous valuation on the topological space (X, 7), we define
the irrelevance set to be the union of all open sets of weight 0. We denote it by
Irr(v). The irrelevance set is open. The set of open sets of weight 0 is directed,
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because if O, O’ have weight 0, then O UO’ has also weight 0 by modularity. By
continuity the irrelevance set has also weight 0, so that it is the biggest open
set of weight 0. The support of v is the complement of its irrelevance set. We
denote it by Supp(v). An open set O of Supp(v) is of the form O’ N Supp(v)
for some O’ € 7. The restriction of v to its support is the function 7 defined
by #(O) = v(O U Irr(v)). Note that O U Irr(v) is open in 7 because for any O’
with O = O’ N Supp(v) we have that O U Irr(v) = O' U Irr(v). It is easy to
check that 2 is a valuation on Supp(v).

The problem is now to put an order on indexed valuations and obtain a
continuous domain. On finite indexed valuations the order is defined using wit-
nesses, which are surjective functions satisfying some properties. In the topo-
logical context we can define the witnesses to be surjective continuous functions
satisfying some properties. Let’s try to formalise these ideas.

An indexed valuation on a topological space D is given by a valuation v on
a topological space (X, 7) together with a continuous function f : X — D. If
(=X, f)and ( = (v, X', f') are two indexed valuations on D we say that
¢ C ¢’ if there exists a continuous surjective function h : X’ — X such that for
every open subset O of X,

e f(0) 2 f'(h1(0));
o 1(0) </ (h1(0)).

Clearly this defines a preorder, but is it a DCPO? What is the limit of a chain
of indexed valuations? The idea is to construct the topological space by taking
the limit in the category TOP of topological spaces and similarly define the
valuation at the limit. Unfortunately a chain of indexed valuations could be
witnessed by different functions. We should be able to prove that the limits of
two different witnessing chains are, in some sense, equivalent. We argue next
why this is not possible.

4.6.2 A counterexample

Consider the following counterexample. The topological space D is just a sin-
gleton. We build a chain of finite indexed valuations v, (defined on discrete
finite topologies). Since the indexing function is always trivial in this case, we
will not mention it. For every n we have X,, = I, U {*}, with p(n) = 5% and
p(x) = 1. Clearly v, C v,41 but there are two choices of witness. The first
choice is fi, : Xpp1 — X, defined as fr,(n) = n, fu(x) =%, fu(n +1) = n.

/
/
/
}

* < — —

[ [
[ [
v v
1 4

L/

—_
N<—DN<—DN < — —

—_

AN

—_
*
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The second choice is g, : X, 11 — X, defined as g, (n) = n, gn(*) = *, gn(n+
1) = .

| ! ! | D |
| ! | ! S
v ¥ ¥ v LY
1 2 3 4\*
1 *

The limit of the chain f,, is NU {*} with the discrete topology, while the
limit of the chain g,, is N U {x}, where the open neighbours of * are the sets of
the form {m | m > n} U {x}. In both cases the limit valuation is (basically)
defined as poo(n) = %,poo(*) = 1, so that every non empty set has positive
weight. The two limit valuations do not have homeomorphic support. Note,
though, that they generate the same Borel measures.

One idea could be to use measures instead of valuations, but this may force
us to work in a smaller category than CONT as it is not known whether all
continuous valuations on a continuous domain extend to Borel measures.

4.7 Layered indexed valuations

An indexed valuation v = (z;,p;)ier is less than & = (y;,¢;) e if the indices
in v split into the indices of &, the corresponding elements increase, and the
weights increase. In giving semantics to the language, we never use the latter
feature. Notice also that the counterexample at the end of the previous section
uses the possibility of increasing the weights.

Achim Jung observed that, while the splitting of indices and the increment
of the value has an intuitive interpretation, the increment of weights has not.
Indices represent computations, and the order relation represents the amount of
information we have. One way of obtaining more information is by letting the
computation progress. Splitting indices represents the forking of a computation
into several more, because we have performed some probabilistic choice. The
probability of a computation is split among all its possible futures, but it does
not increase as a whole.

When we use normal valuations we must allow the increase of weights, be-
cause different computations may take different paths, or progress at different
speed, and yet give the same observation. Therefore the weight of the observa-
tion may increase in time. But the weight of the computation does not increase
as time progresses.

The possibility of increasing the weights is matched, equationally, by the
continuity in the first argument of the scalar multiplication. Removing this
requirement generates a different functor, which has the extra nice property of
preserving the category of algebraic domains.
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4.7.1 Definition

Let (X, <) be an abstract basis. We define a relation < on IV(X) in such a way
that (IV(X), <) is an abstract basis:

Definition 4.7.1. For (z,p:)icr, (Y5,95)jes € IV(X)
(i pi)ier < (Y5, 45)jes
if and only if there exists a total surjective function f:J — I, s.t.:
L) Y5
pi= Y. -
f)=i

Note that in this case it is not equivalent to use partial functions, because
we cannot increase the weights of indices, hence we cannot add dummy indices
with 0 weight to transform a partial function into a total function.

Proposition 4.7.2. (IV(X), <) is an abstract basis.

Definition 4.7.3. If D is a continuous domain generated by the abstract basis
B, let ZV;(D) be the ideal completion of (IV(B), <). Its elements are called
Layered indezxed valuations.

Note that, if (B, <) is a partial order, then so is (IV(B)), <). Therefore the
functor ZV;(D) preserves the category of algebraic domains.

Definition 4.7.4. A layered continuous quasi-cone is a structure (D,C, @, ®)
such that

e (D,C) is a continuous domain;

e ©&:D x D — D is continuous;

e for every p € [0, +oo[ the function Ad € D.pd is continuous;
e axioms (1)—(7) + (HV) are satisfied.

Let CONT be the category of continuous domains, and LQCONT be the
category of layered continuous quasi-cones and continuous homomorphisms.

Proposition 4.7.5. If D is a continuous domain then IV|(D) is a layered
continuous quasi-cone.

Proposition 4.7.6. The operator IV, extends to a functor
CONT — LQCONT which is left adjoint to the forgetful functor.

Proof: For every continuous function g: D — £ where £ € LQCONT
there is a unique g : ZV(D) — &£ (in the category LQCONT) s.t.

D
IV(D)- - =E.

gT
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where U(d) = {(b7 1)*6{*} |b € d}
Take the “restriction” of g to Bp, defined as g(b) = ¢g(¢t5(b)). It has a unique
homomorphic extension g : IV (Bp) — €. Defined by

G((0Dueny) = g(b);
?((bz,pz zEI = @ng
el

Lemma 4.7.7. if v < &, then g(v) C g(&).

Proof: (of the lemma) First suppose that (b,p).cfs} < (¢j,¢j)jes. Then
p=>. jes 4 and for every j, b<c;. Applying iteratively the inequation (HV),
we can show that:

7 ((b.p)eey) =pg(b) T EP ai9(b)
jed
Then, by monotonicity of the operations, of g and of ¢,
@q]‘g E@qjg cj) =9 (¢ q5)jer) -
JjE€J jeJ
Now suppose (b;, pi)icr < (¢j,qj)jes with witness f. Let J; = f~1(i). Clearly
(bi, pi)ses} = (cj,q5)jes, for every i € I. Therefore
g ((biapi)*e{*}) c ?((%7%)1’6&,) .
Notice that (bi,pi)ier = @ic;(bispi)eqsy and (¢j,45)jes = Bicr(cjr 4j)je,-
Monotonicity of the sum, and the homomorphism condition on g imply that
9 ((bi,pi)ier) TG ((cj,q5)je0) -
O(lemma)
Note again that we cannot derive 0 C A, so the domain ZV(D) does not
have a minimum, in general.
Let us call g' the extension of g to ZV;(D) (the ideal completion of (IV(Bp)).
We recall that gt (Z) := || T, .; (). We know that the function g' is continuous.
The continuity of the operations implies that ¢! is also an homomorphism. Thus

it is a morphism of the category.
It remains to show that g"({(b,1).cs |b € d}) = g(d).

Now
9 ({0 Dy [ €d}) = | TG0, Derey)
bed
=] |T9(b) =
bed
Uniqueness is proved in the usual way. [l

We observe that

Lemma 4.7.8. If (B,<) is an abstract basis P(B) is endowed with the Hoare
AB-relation and IV (B) is endowed with <, then the function ap : IV (P(B)) —
(P(IV(B)) is strongly monotonic and complete.

We therefore have a distributive law between ZV; and Ppg.
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4.7.2 Relation with Normalised Valuations

The domain of layered indexed valuations is structured in layers. Every layer is
characterised by the weight assigned to the whole domain. Elements belonging
to different layers are not comparable. It therefore makes sense to study only
the “normal” layer, because the others are obtained by scalar multiplication.
In [Eda95a], Edalat studies the notion of normalised valuations. We can com-
pare normalised layered indexed valuations with normalised valuations and ask
whether a result holds which correspond to theorem 4.3.1. We can still define
Flatp : V(D) — V(D). Is such a function surjective onto V1(D)? The an-
swer is no in general. Take an infinite set X with the flat order. Then every
normalised layered indexed valuation has finite support.

If the domain has a bottom, the answer could be yes. The idea is that instead
of increasing the weights of the indices, we could generate new indices that take
their weight from the bottom. Note though that the way below relations don’t
match.

Recall that the way below relation on V(D) has the following property.
Suppose D has a bottom element 1. Then For two simple valuations v :=
Sopen i and £ := > o scne in V(D) we have that v < ¢ if and only if
1 € B with r; # 0 and there exists “transport numbers” t; . such that

oty .#0;

® > cotve =1

® > iepthe < 8

o fpe>0=0bCc

Therefore in general v < & does not imply Flat(v) < Flat(§).

4.8 The Hoare convex powercone of Tix and
Mislove

Recall the theory (1)—(12)4+(HV)+(HP), which corresponds to the combination
of the Hoare indexed valuation with the Hoare powerdomain. If instead of the
axiom (HV) we include the more standard

13. (p+qA=(pAsqA)

the resulting free construction is the one of Tix [Tix99] and Mislove [Mis00],
which still includes the equational distributive laws, but without any corre-
sponding categorical distributive law.

We recall that a continuous d-cone is a continuous quasi-cone satisfying
(p+ q)A =pA® qA. The corresponding category is called CCONE.

Definition 4.8.1. A continuous join TM-cone is a continuous domain algebra
for the theory (1)—(13)+(HP) for which the scalar multiplication is continuous
also in the first argument. The corresponding category is called CJTM. A
subset X of a continuous d-cone is convex if for every z,y € X and for every
p € [0,1], we have that px@® (1 —p)y € X. If H is a continuous d-cone, we define

Pryu(H) :={X C H| X # (), convex, Scott closed}
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Tix calls this construction the convex Hoare powercone.

With the sets ordered by inclusion, the addition and multiplication defined
(essentially) pointwise, and the union defined as union followed by convex closure
and by topological closure, it is shown that Pry (H) is a continuous TM-cone.
In fact, Tix defines the A U B as the least upper bound of {A, B}. But her
definition is equivalent to ours. On the one hand, the least upper bound opera-
tion is associative, commutative, idempotent, continuous and satisfies the Hoare
inequality. On the other hand, if Y is defined as an associative, commutative,
idempotent, continuous operation satisfying the Hoare inequality, then A & B
is indeed the least upper bound of {A, B}.

Jones (and Kirch for our setting) showed that the powerdomain of valuations
functor V : CONT — CCONE is left adjoint of the forgetful functor. Tix in
her thesis showed that the functor Prp; : CCONE — CJTM is left adjoint of
the forgetful functor. Therefore the functor Pry; 0V : CONT — CJTM is left
adjoint of the forgetful functor.

We observe that if B is a basis for D, finite valuations on B with the AB-
relation induced by the splitting lemma are a basis for V(D). If B is a basis
for the continuous d-cone H, finitely generated convex subsets of B with a
Hoare-like AB-relation are a basis for Prys (H). We are now going to prove that
formally.

Let B be a basis for the continuous domain D. Consider the set V(B)
endowed with the standard addition and scalar multiplication. Note that every
finite valuation v can be written as

v= @ v(b)ny .

be Supp(v)

Define v < ¢ if for every b € Supp(v),c € Supp(€) there exist ¢, € RT such

that
Z tye = V(b) ,
c€Supp(§)
> e <(e),
be Supp(v)

andtp . #0=b<c.

Proposition 4.8.2. The structure (V(B), <) is an abstract basis. Its ideal com-
pletion 1dl(V(B)) is isomorphic to V(D) in CCONES. Moreover v : V(B) —
Idl(V(B)) is an homomorphism of real cones.

Proof: Consider the set of simple valuations in V(D) which are defined
using elements of B only. We call this set S(D). The function

= @ viom.

be Supp(v)

define a bijection j between V(B) and S(D) such that j(v) < j(€) if and only
if v < €. Bijectivity is straightforward, while the second property follows from
the splitting lemma. The extension of j defines a continuous bijection between
Idl(V(B)) and V(D). We have just to check that it is a homomorphism. First
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we notice that j is an homomorphism. Then j' is an homomorphism because
of the continuity of the operations in V(D). Indeed

Treg)= [T J

ce(IJ)

Recall that j preserves the AB-relation. This, and the roundness of I, J imply
that the upper bounds of {j(¢)|¢ € (I ® J)} are exactly the same as the upper
bounds for {j(v) ® j(§)|v € I,£ € J}. Therefore

LT io=|]" ineie©

ce(Ip) vel,ged

By continuity of & we have that

LT imei© =]"imel "¢ D& ji(J)

vel,ged vel Eed

Similarly for the scalar multiplication and 0.

We observe also that the construction Pras(V(D)) can be obtained via ab-
stract bases. Consider a basis B for D. We define an AB-relation on Prjs(V(B))
as follows

X<Yifwe X3 eY. v<¢

We can prove, similarly to the previous work, that the ideal completion of such
AB-basis is the free functor CONT — CJTM and therefore it is natural
isomorphic to Pray(V(D)). Also the function ¢ : Pry(V(B)) — Pru(V(D))
preserves all operations. O

Tix and Mislove define analogous notion of Plotkin and Smyth convex pow-
erdomains. We refer the interested reader to their work.

4.9 Conclusions and future work

We have presented a denotational model for probabilistic computation designed
to be combined with nondeterminism. In the category of sets and functions we
have the full picture: we characterise indexed valuations both as a free con-
struction for an equational theory, and we give a more concrete representation.
Finally we show the existence of a categorical distributive law between indexed
valuations and the powerset. This categorical distributive law corresponds to
an equational distributive law.

In the category of continuous domains the work is not completed yet. We
have characterised indexed valuations as free construction for different equa-
tional theories, we have discussed the relations between different versions of
indexed valuations and continuous valuations. We have shown the existence
of some categorical distributive laws between indexed valuations and powerdo-
mains, and we have presented the cases in which we could not prove such laws
exist,.

Future work should mainly address the problem of a concrete characterisa-
tion of indexed valuations. Besides its intrinsic interest, a concrete notion would
allow us to work in a less tedious environment than that of abstract bases. To



86 CHAPTER 4. INDEXED VALUATIONS AND DOMAINS

this aim, layered indexed valuations deserve to be studied further. It would also
be interesting to have a definitive proof that, in the cases where we were not
able to define a distributive law, such a law does not actually exist. It may also
be interesting to study the other distributive combinations of the monads. We
have said that there is no distributive law PV — V P either, but the use of mul-
tisets instead of sets could provide a solution. What could be the operational
reading of this model?



Chapter 5

Semantics of Programs

We give an example of how to use the constructions of the previous chapters
by giving a denotational semantics to a simple imperative language with prob-
abilistic and nondeterministic primitives. We first introduce the language with
only probabilistic primitives. We present an operational semantics, a deno-
tational semantics and we show an adequacy theorem that relates them. We
then extend the language with a nondeterministic choice operator. We give the
extended language an operational semantics in terms of a simplified version of
probabilistic automata. We present two denotational semantics: one in terms of
indexed valuations and standard powerdomains, the other in term of standard
valuations and the convex powerdomain. We show adequacy theorems relat-
ing the first semantics to deterministic schedulers, and the second semantics to
probabilistic schedulers. Finally we discuss the computational intuition lying
behind the mathematics.

5.1 A purely probabilistic language

In this section we give an operational and a denotational semantics to a small
imperative language. It is the language IMP of [Win93] extended with a random
assignment. The denotational semantics is a simplified version of the one in
[Jon90] where it was used in relation to a probabilistic Hoare logic. A similar
language was given a probabilistic semantics in the early work [Koz81].

The language, which we call PL, has the following (abstract) syntactic cat-
egories:

locations Loc, ranged over by X;

subprobability distributions over the integers, ranged over by x;
e arithmetical expressions Aexp, ranged over by a;

e boolean expressions Bexp, ranged over by b;

e commands Comm, ranged over by c.

The (abstract) BNF for the last three syntactic categories are as follows:

a:=neN|X |a+a|la—al|axa

87
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b:=true |false |[a<a|-b|bAD
cu=skip | X :=a | X:=x|¢c|if bthen celsec | while bdo c.

During the proof of the adequacy theorem, we will find it useful to have
another command, which we call “tagged” or “bounded” while:

cu=... | while;bdoc (i=0,1,2,...).

We also need the notion of state. A state is any function Loc—Num. We call
Y the set of states, ranged over by . We call any pair (c,0) a configuration.
We denote the set of all configurations by I'. The set I' is ranged over by ~.

To make the notation more uniform we introduce the symbol € representing
the “empty command”. We use it with the following meaning:

(6,0)=0,

We extend consequently the notion of configuration so that a state o is a con-
figuration (c, o) where ¢ =e.
When o is a state, by o[n/X] we denote a state such that:

snxi) ={ 7 RN

5.1.1 The operational semantics

The operational semantics for expressions is completely standard. The relations
for expression evaluation have the following form:

(a,0) = n €N;

(b,o) —t (t=true,false).

The intended meaning is that the expression a in state o evaluates to the number
n, and similarly for booleans. We skip their defining rules because they are
exactly as in [Win93], and behave as expected.

As for commands, we give a semantics in terms of unlabelled generative tran-
sition systems, whose states are configurations. Transitions have the following
form:

(c,o) 2 (o)

where p € [0,1]. The intended meaning is: in state o the command ¢ produces
the state o’ and passes the control to the command ¢’ (the “residual” program)
with probability p. When the residual command is €, the execution terminates,
producing a (final) state o’.

The rules to derive transitions are as follows:

(skip, o) L

The command skip has a deterministic behaviour, does not change the state
and stops after the execution.
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(a,0) = n
(X :=a,0)—0[n/X]

The usual assignment is deterministic, and stops after the execution.

(X = x,0) Mon/X]

The random assignment has a probabilistic behaviour, and stops after execution.

<CO, O—>L’<C6v OJ>

(co; c1, 0y {chs e1,07)

Note that for ¢, = € the rule reads:

(co,0) Lo

(co; c1,0)=(c1,0")

In a sequence, the first command releases the control after terminating the
execution.

(b,0) — true (b,0) — false

(if b then ¢ else ¢y, 0)—1><CO, o)  (if b then ¢ else ¢y, 0)—1><01, o)

(b,0) — true (b, o) — false

(while b do ¢, a>;><c; while bdo ¢,0)  (while b do ¢, a>;>a

The conditional and the while are deterministic.
Finally the tagged while. It behaves like the while, except that every loop
decreases the tag, unless the tag is 0, where it blocks.

(b, o) — false (b,0) — true

(while; bdo ¢,0)— 0 (while;,; bdo ¢, 0)—(c; while; b do ¢, &)

Note that the last rule does not apply for the case of whileg. In this case the
program does not correctly terminate, but cannot continue either. This is a
blocked configuration. The above rules are deterministic in the following sense:

if v~25+" and yv-*>+' then p = p/. Moreover such a transition has a unique
derivation.

Given a configuration (¢, o) we represent the computations it yields as paths.
Every path is obtained by gluing together derivable transitions.

(co, o0)—={c1, 01) ——>(c2, 02) — > ...

If s is a path, with [(s) we indicate the last configuration of the path. A path
is mawximal if it is either infinite, or it is not further extensible. (This is the case,
for example, when the last configuration is a final state.) Finite maximal paths
ending in a configuration represent blocked computations. The set of maximal
paths starting from ~ is called B(y). Assuming probabilistic independence of
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all random assignments, for every s € B(v) we define the weight or probability
of s, II(s), as the product of all the probability labels in s.

We can evaluate the probability of reaching a final state ¢/, by summing
up the probabilities of all paths ending in ¢’. We therefore give the following
definition.

Definition 5.1.1. Let v := (¢,0). Then:

c(o,0') = Z I1(s) .

s€B(y)
I(s)=0'

Thus ¢(o, 0’) represents the probability that the program c in state o yields
state o’. The following result shows the behaviour of ¢’ — ¢(0, 0’) with respect
to the sequential composition.

Theorem 5.1.2. For every ¢y, c1,0,0’

(co;c1)(o,0") = Z co(o,0”) - er(a”,a").

o''ex

Proof: For the sake of clarity let us put

v = {co;c1, o), Yo := (co, o), 11(c"):= {c1, ).

First we show that

(co;c1)(o,0") < Z co(o,0") - er(a”,a’).

o’ex

For this to hold it is enough to show that

R HOESY > > IsHs”).

sEB(7) o"EX  S'€B(yo) sEB(11(c"))
l(s)=0' I(s")=c" I(s")=0’

Every path s € B(vy) is obtained by “concatenating” a path s’ € B(yy) and
a path s” € B(y1(c”)) for some ¢” € X. To be precise we should say that

it is a concatenation together with a change of labels in s’: every label (c, &)

in s’ becomes (c;c1,5). Note that (¢, 0)—2=>(c/,0’) is derivable if and only if

(c; cl,a>i><c';cl,a').

In this case obviously II(s) = II(s")II(s”). Thus for every member of the
left-hand side summation there is a corresponding identical member in the right-
hand side summation.

To prove the converse inequation we have to argue that a path s € B(y) is
generated in a unique way as a concatenation of paths s’, s” as above. Suppose
there are two maximal paths ¢', ¢’ whose concatenation gives us s. If the length
of t' is the same as the length of s, then clearly ¢’ = s’ (and t” = §”). If the
length of ¢ is, say, smaller than the length of s’ then ¢’ is a prefix of s’. But no
maximal path can be prefix of another path. ([

The following result shows that ¢’ — ¢(o,0’) has the actual property of a
probability distribution.
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Proposition 5.1.3. For every c,o

Z c(o,0") € 0,1].

o'ex

This is a consequence of the adequacy theorem (Theorem 5.1.4).

5.1.2 The denotational semantics

Given an arithmetic expression a, its denotation [a] is a function ¥ — N.
Similarly the denotation of a boolean expression b is a function [b] : ¥ —
{true, false}. It is defined by

[a]o = n <= (a,0) — n,

[b]lc =t < (b,0) — t.

(Alternatively they could be defined by structural induction and the above def-
initions would be an easy theorem)

We recall here that V! defines a monad in SET. Its Kleisli extension
is defined as follows. Given f : X — VSY(Y), the function fT : VSY(X) —
VEL(Y) is defined as

Fiw)y) =Y vi@)- fl@)(y).

zeX

We are now ready to define the denotation of commands in PL. For every
c € Comm we define the denotation [c] : ¥ — V() as follows.

[skip]o = 1,
[X := a]o = n[n,x] where n = [a]o

if o’ =0on/X] & x(n)=p

Pp— f— l = p
[X = x]o = ¢ where {(0”) = { 0 otherwise

[cos 1] = [ea]" o [eo]

) [co] (o) if [b]o = tru
[if b then ¢, else 01]]0 = { [[c?]](a) if [b)o = falsi

. e if [b]o = false
[whileo b do c]o = { Ao’ €X.0 if [b]o = true

o _f ne if [b]o = false
[while; 1 b do cJo = { [¢; while; b do c](o) if [b]o = true

We can prove that [c] is well defined by well founded induction. The well
order is defined as follows. Let mazt(c) be the maximum tag in a while command
occurring in ¢ (0 if there are no while commands). We say that ¢o < ¢; if (1)
maxt(co) < maxt(cr) or if (2) maxt(co) = maxt(c) and ¢y is a subterm of ¢;.

To define the denotation of the un-tagged while we observe that for any set
X, the set V.S1(X) with the pointwise order is a DCPO with bottom element the
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distribution constant on 0. It is easy to check that the combinators used in the
definition of the semantics correspond to continuous functions for this DCPO.
The DCPO structure carries over to the set of functions f : X — VS1(X).
We denote this set by [X — VSH(X)], with the order defined as f C g if for
every x € X, f(z) C g(z). The bottom element is the function that sends every
element to the bottom of V.S!(X).

We have seen (Theorem 2.3.2) that a continuous function [X — V.S1(X)] —
[X — VSY(X)] has a (least) fixed point. Let us define a continuous function
Q:[X - VEHD)] — [B — VELD)] as follows:

- lf [[b]]a == f 1 )
O(f)(o) = { ?fT ofd)e  if [b]o = t?uss

This function is continuous because all the operations involved in its definition
are. In particular the function (—) is continuous as a function [¥ — VSH(X)] —
VEL(E) - VEL(E)).
We use such fixed point to define the denotation of the while command, by
putting:
[while b do ] = Fix(®).

5.1.3 The equivalence of the semantics

Theorem 5.1.4 (Adequacy). For every command ¢ of PL, and for every pair
of states 0,0’ € 3,
c(o,0") = [c]oo’.

In order to prove the result for the full language, we first prove adequacy for
the language PL™ which is the original language without the un-tagged while.

Definition 5.1.5. The language PL~ has the same syntax as PL except that it
does not include the constructor while b do c. the operational and denotational
semantics of PL™ are defined as for PL, removing all the rules which refer to
while b do c.

Lemma 5.1.6. If ¢ is a command of PL™ then for every o,0’ € X,
c(o,0") = [c]oo’.

Proof: By well founded induction using the same well order as defined in
the previous section.
The interesting case is the sequencing cg;ci: by induction hypothesis we
have that
¢i(o,0") = [¢i]Joo’ forie{0,1}, 0,0’ €% (x).

By Theorem 5.1.2

(co;c1)(o,0") = Z co(o,0”) - er(a”,a").

o''ex

By (x)
Z co(o,0") - c1(0”,0') = Z [eoloo” - [er]e” o’ .

o’ex o’en
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By the definition of the Kleisli extension and the definition of the denotation of
the sequencing

Z [coloo” - [e1]o” o’ = [e1] o [eo]oo” = [eo; c1]oo .
oes

O

Definition 5.1.7. ! Let ¢ be a command of PL. Then ¢ is the command we
obtain substituting in c all the occurrences of while b do ¢’ with while; b do ¢'.

Clearly ¢ is a command of PL™, for every i. Therefore, by Lemma 5.1.6,
we have:

Observation 5.1.8. For every ¢, 0,0’
D (o,0") = [¢D]oo’ .
Next we observe that:

Proposition 5.1.9. For every c,o,0’

sup[cP]oo’ = [c]oo’ .
ieN
Proof: By structural induction. It works because all combinators used in
defining the denotational semantics are continuous (continuity in the sense of
real numbers implies Scott-continuity). The only non-trivial case is the untagged
while.
Define

e := sup[while; b do ¢V].
i€EN
By continuity we have that

e = supsup[while; b do 7] .
i€N jeN

By induction hypothesis and by continuity,

e = sup[while; b do (] .
€N

Now we recall the definition of the operator ®:

o if [b]o = false,
(f)(o) = { ?fT ofe))o if [b]o = true.

By induction on 7 one can prove that:
[while; b do ¢] = &' (Ao € ¥.0)
which gives us the final result:

e = Fix(®) = [while b do (] .

Furthermore we have:

IThis informal definition can be turned into a definition by structural induction.
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Theorem 5.1.10. For every c, 0,0’

sup (o, 0") = c(o,0").
€N

Proof: Let us give the following definition:

cy(o,0") == Z I1(s).

s€B((c,0)), l(s)=0c"
length(s)<k

It is clear that
sup e (0,0") = ¢(o,0').
keN
Therefore we have just to show that the two increasing sequences ¢ (o,0")
and cpi) (0, 0") are cofinal. Since the max length of a path in B((c®,0)) is finite,
there exists k such that ¢ (o, 0”) < cig(0,0"). For the other direction take any
k € N. We have to find i such that ¢ (0, 0") < ¢(?(0,0"). In a maximal path of
length k there cannot be more that k different occurrences of a while command.
Since during every step the tag decreases at most of 1, we can simulate the same
computation using while commands with tag k. This means that putting i = k
we get just ¢ (0, 0”) < (0, 0”).
Combining all the previous results we get

c(o,0") = [c]oo’.

5.2 Nondeterministic and probabilistic choice

We now extend the language with a nondeterministic choice operator. We will
give an operational semantics in terms of probabilistic automata. We will give
a denotational semantics in terms of indexed valuation. We show an adequacy
theorem relating the two semantics.

5.2.1 Probabilistic automata

Probabilistic automata were introduced in Section 2.6. We are going to adapt
that general framework to our needs. We recall that if Y is a subset of V.1 (X),
by Y we denote the set of convex combinations of elements of Y.

In general a probabilistic automaton is a coalgebra for the functor P, (A x
VL(-)) : SET — SET. In this chapter will not make use of labels, therefore
a probabilistic automaton on a set of states X will be a function £ : X —
Py (VL (X)) together with an initial state o € X. We will use the notation of
[HP0O]. Whenever v € k(z) we will write

x(&’xi)iel
where z; € X, i # j = x; # xj, and v(z;) = p;. A finite path of a probabilistic
automaton is an element in (X x VL (X))*X, written as zovp ... Tn—1Vn—1%n,
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such that v;(x;41) > 0. The path is deterministic if v; € k(x;). It is probabilistic
if v; € k(x;). The last state of a path s is denoted by I(s). The probability of a
path s := xovg ... Tn_1Vn_1%, is defined as

M(s) = [ vi(wisa) .-

<n

We do not want to allow schedulers to block a computation, therefore we
use a slightly different definition, than the one of section 2.6.
A probabilistic scheduler for a probabilistic automaton k is a partial function

S: (X xVL(X))*X — VL (X) such that
o if k(I(r)) # 0 then S(r) is defined;
o S(r) € k(I(r));

Equivalently we could define a probabilistic scheduler to be a partial function
S (X x VL(X)*X — VHVL(X)), requiring that Supp(S(r)) C k(I(r)).

A deterministic scheduler is a probabilistic scheduler that does not make
use of the convex combinations. That is for a deterministic scheduler we have
S(r) € k(l(r)).

Now given a state € X and a scheduler S for k, we consider the set B(k,S)
of maximal paths, obtained from k by the action of S. That is the paths
ol -+« Tp—1Vn—1Z, such that v; = S(xzorp...2;). A deterministic scheduler
generates deterministic paths, a probabilistic scheduler generates probabilistic
paths.

A good way of visualising probabilistic automata is by using alternating
trees [Han91]. Black nodes represent states, hollow nodes represent probability
distributions. The use of trees instead of graphs is a way of keeping track of the
paths: a deterministic scheduler is thus a function that, for every black node,
chooses one of its hollow sons.

/ .CEO \
1
3 1
3
., .
/ N\

o

N,

Y2 22 Z3
| |
| |
| |

/ \
/ \
5.2.2 The operational semantics

The language NPL has the same syntax as PL with one more constructor.
cu=...|corc.

The operational semantics is given in terms of unlabelled probabilistic au-
tomata on the set of configurations (and final states). For every configuration
~o we have the probabilistic automaton M(vy) = (T, k, o) where the steps in
k are derived inductively using the following rules.
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We write ¢ for (La)ie{*}.
(skip, 0>;>0

(a,0) = n

(X :=a,0)—0[n/X]

(X = x, o) (Yo [n/X] Jnenum

(e, 0) (= (ci, o) ier
(e; ¢, 0>(L<Cz‘; c,0i))ier

where some ¢; could be e.

(b, o) — false (b,0) — true

(if b then ¢ else ¢y, 0>i><cl, o)  (if b then ¢ else ¢y, 0>i><co, o)

(b,0) — false (b,0) — true

(while; b do ¢, a>;>a (while; 11 b do ¢, a)#(c; while; b do ¢, o)

(b,0) — false (b,0) — true

(while b do ¢, O‘>L>U (while b do ¢, a)#(c; while b do ¢, o)

(e, o) (X)) ier (o) (257))jeq

(cor C',U>(£>%‘)iel (cor C’a0>(£’7j)j€f

Definition 5.2.1. Le S be a scheduler for M({c,0)). We define B({c,0),S) to
be the set of finite paths s € B(M({c,o))) such that I(s) is a state. We define
Val(S,c,o) to be the probability distribution such that

Val(S,c,0)(0") = Z I1(s) .
s€B({c,0),S)
I(s)=0'
We define Tval(S, ¢, o) to be the discrete indexed valuation

(1(s),11(s)) seB((c,0),9) -
Note that Val(S,¢,o) = Flat (IUaZ(S, c, 0)). Paths in B({c, o), S), are paths
that end properly. We assume we cannot observe blocked computations.

5.2.3 Adequacy for the finite fragment

In the sequel we shall write (z;,p;)icr also to denote L((Ii,pi)iej) € IV(X).
We will use this notation even when [ is not finite, to denote the lub of all its
finite “truncations”.
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Definition 5.2.2. The language NPL™ has the same syntax as NPL except
that it does not include the constructor while b do ¢ and all valuations y
involved have finite support. Operational semantics of NPL™ is defined like for
NPL.

The denotational semantics

FI: % — PUV(S))

is defined as follows. The indexed valuation (o, p).c{«} Will be denoted as (o, p).

Flskip]o = {(o,1)}
FIX :=a]o = {(c[n/X],1)} where n = [a]o

FIX = x]o = {(o[n/X], x(n)) nesupp) }
Fleo; 1] = Fle]' o Fleo]
Fleo or c1]o = Flea]o U Fleolo

Fleol(o) if [b]o = true

Fif b then ¢ else ¢1]o = { Fle](0) if [b]o — false

Flwhiley b do o = { }g 1)} L{ HZ - i?fs

ile. _J {(e, 1)} if [b]o = false
Flwhileir1 b do cJo = { Flec; while; b do ] (o) if [b]o = true

We now show that there is a very tight correspondence between the deno-
tational and the operational semantics. In the sequel we write S is a scheduler
for {c,o) to mean that S is a scheduler for M({c, o)).

Theorem 5.2.3 (Adequacy). Let ¢ be a command of NPL™ and v be a
finite indexed valuation € IV (X). Then v € Fc]o if and only if there exists a
scheduler S for M({c,0)) s.t. v = Ival(S,c,0).

Proof: By well founded induction, the ordering being essentially the one
defined in section 5.1.2 (lexicographic on tagsxstructure). The nontrivial case
is the sequential composition. A path in B(M({co;c1,0))) is the concatenation
of a path r in B(M({cp,0))) together with a path ¢t in B(M ({c1,I(t)))), renam-
ing the configurations of the first part. Therefore a scheduler S for {(co;c1,0)
can be thought of as a scheduler Sy for {cp, o) together with schedulers S, for
(e1,1(r)) for every finite r € B(M({co,0))). (In the sequel we write B(cg,0,S)
for B({cg,0),S)).

By the induction hypothesis (I(r),II(7)),cB(co,0,50) € Flco]o and for every
ry (1), 1(t))teB(er i(r),s,) € Fle1]l(r). We have to show that

(l(s)a H(S))sel’j’(co;cha,S) € f[[CI]]T(}—[[CO]]U) .
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Recalling the definition of fT, it is enough to show that

(l(s)vH(S))SEB(CO;C1,U,S) € f[[cl]]T ({ (Z(T)7H(T))TGB(CO7U,SO) }) .
Let us define h : B(cp, 0,Sp) — IV (X) as
h(r) = (1), 11(®))teB(cr 1(r),5.) € Flea]l(r) .
Therefore by definition of fT:

(1O, D) yepegosy € Flel ({ U, ())resieomso }) -
teB(c1,i(r),Sr)

Since a path in B(cp; ¢1,0,S) is the concatenation of a path r in B(M ({co,0)))
together with a path ¢ in B(M({c1,1(t)))), we have

(U(®), T(IE)) reBeo.o.60) =
teB(crd(r),Sr)

= (1(8), H(S))SGB(CO;cl,U,S) .

Conversely suppose (0, p;)ier € Flei1]T(Fleo]o). By definition of the Kleisli
extension, there exist (7;,q;);cs € Flco]o and h: J — IV (X) such that h(j) €
Flei]r; and

(03, pi)ier = ' ((h(5),¢5)5e0) -

By the induction hypothesis there exists a scheduler Sy, such that
J = B(co,0,80),q- = (r), 7 = 1I(r).
And for every r € B(co, 0,S80), there is a scheduler S, such that

h(r) = (1), 1)) teB(er 1(r).5.) -

Combining Sy with the S, we obtain a scheduler S for {(cy;c1,0). In order
to obtain an overall scheduler S, formally we have to define it also for the
paths not in B(cg, 0, Sp). But this choice can be arbitrary, because it does not
influence the definition B(co;c1,0,S). Recalling the definition of u/V we get

(Uupi)iel = (Z(S)7H(S))SEB(CO§517018)' O

5.2.4 Adequacy for the full language

The adequacy theorem we are going to prove states that, if the denotation of
a configuration contains a valuation, then there is a scheduler that (almost)
realises that valuation, or perhaps does better.

Theorem 5.2.4. Let ¢ be a command of NPL and let v € ZV(X). Then v €
[c]o iff for every & < v there exists a scheduler S for (c,o) s.t. Tval(S,c,0) D &.

We need some preliminary lemmas.
Lemma 5.2.5. Let ¢ be a command of NPL™. Then [c]o = «(F[c]o).

Proof: By structural induction. Notice that the definitions for [¢] and F[c]
go in parallel with each other, and that ¢ preserves all the operations.
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Proposition 5.2.6. Let ¢ be a command of NPL™. Then v € [c]o iff there
exists V' € FlcJo s.t. v T (V).

Proof: By the previous lemma and the characterisation of the Hoare pow-
erdomain in terms of Scott closed sets. O

Definition 5.2.7. Let xy € VS'(N). With x( we denote the element of VS!(N)
such that

(i) | x(n) ifn <1
XH(n) = { 0 otherwise

All valuations of the form (¥ have finite support.

Definition 5.2.8. Let ¢ be a command of NPL. Then ¢ is the command
we obtain by substituting in ¢ all the occurrences of while b do ¢ with
while; b do ¢’ and all occurrences of y with x(¥).

Clearly ¢ is a command of NPL™, for every i. Therefore we have:

Proposition 5.2.9. Let ¢ be a command of NPL and v be a finite indexed
valuation € IV (X). For every i we have:
t(v) € [¢D]o iff there exists a scheduler S for (c,0) s.t. Tval(S,c,0) Jv.

Proof: Clearly a scheduler S for (c, o) restricts to a scheduler S; for (¢(?, o).
Moreover Tval(S, ¢, ) 3 Tval(S;, ¢, o). Conversely a scheduler S; for (¢?), o)
can be extended (possibly in many different ways) to a scheduler S for (¢, o),
with the same inequality as above. This together with Proposition 5.2.6, gives
us the statement. O

Proposition 5.2.10. For every c,o

sup[cP]o = [d]o .
€N
Proof: By structural induction, using the continuity of the operators defin-
ing the semantics. O

Coming to the proof of Theorem 5.2.4, we show the “only if” direction. For
v € [c]o there are two cases.

1. There is v/ € F[cW]o for some 4, such that v C «(+/). Then we invoke
Proposition 5.2.9, and we are done.

2. There is a sequence v; € [c¢(?]o converging to v. By Proposition 5.2.6 it is
no restriction to assume that v; = «(#%;) for some 7 € F[c¢W]o. Then we
have a sequence of schedulers S; such that ; = (I(s:), I1(s:))s,eB((c ,0),5,)-
So 7; = Tval(S;, ¢, 7).

Therefore Tval(S;,c?, o) converges to v. And since £ < v there is a k

such that (Tval(Sy,c™, o)) 3 ¢&. Now we can extend S to an S for (c, o)
with (Tval(S,¢,0)) 3.
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The “if” direction is similar. O

We cannot hope that there always exists a scheduler which attains the limit
valuation as the following example shows.
Let x be the probability distribution s.t. x(n) = 1/2"*!. Assume also a # 0.
Define
loop = while true do skip;

c=Y :=0;7:=0;while Z =0do ¢p;
o= (X :=x;if X <Y then Z:=aelseloop)or (Y :=Y +1).

N

LN
/

1/2

3/4 \
a ] L]
AN
a [e] [ ]
15/16 / \
a ] L]
/32 / \
a

Here there is no scheduler S for which Ival(S, ¢, o) assigns probability 1 to
a state where Z = a, but we can get as close to this as we want.

5.3 Randomised schedulers

The main feature of the above adequacy theorem is that it uses deterministic
schedulers. A semantics in terms of the convex powerset functor is adequate
with respect to probabilistic schedulers.

We first have to define F[c] : ¥ — Pry(V(X)).

Flskip]o = {n.}
FIX = a]o = {nom/x11} where n = [a]o

. o\ x(n) if o/ = oln/X]
FIXi=xlo =Ad" €% { 0 otherwise

Fleosea] = f[[cl]]T o Fleo]

Fleo or ci]o = Flei]o U Fleolo
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Fleol(o) if [b]o = true

F[if b then ¢ else ¢1]o = { Fle] (o) if []o — false

Flwhiley b do o = { }3‘}’} L{ E[[Z%Z - iﬂfg

e, _ [ {1} if [b]o = false
Flwhile;;; b do cJo = { Flewhile: bdo (o) if [blo — true

Theorem 5.3.1 (Adequacy). Let ¢ be a command of NPL™ and v be a
discrete valuation in V(X). Then v € F|c]o if and only if there exists a proba-
bilistic scheduler S for M({c,0)) s.t. v =Val(S,c,0)

Proof: By well founded induction. Note that the probabilistic schedulers
are necessary for the semantics of the nondeterministic choice, because the op-
erator Y is defined as union followed by convex closure.

Again the nontrivial case is sequential composition. Take a scheduler S for
{ep;c1,0). Such an S can be thought of as a scheduler Sy for (cg, o) together
with schedulers S, for {c1,1(r)) for every finite r € B({cg, o), Sp).

By the induction hypothesis we have that Val(Sy,co,0) € [co]o and for
every r, Val(Sy, c1,1(r)) € e ]i(r).

We have to show that

Ao > (s) € [a] ([colo) -

I(s)=0’
s€B(cosc1,0,8)

Recall the statement of Proposition 3.4.9 characterising the Kleisli extension: if
f X — PTI\/[(V(Y)), then

i) = {Z §(@)h(x) | h: X = V(Y),h(z) € f(2),§ € A}

zeX
To prove our claim it is then enough to show that

Aol > I(s) € [a]f ({Val(So,co.0) }) -

I(s)=0'
s€B(co;c1,0,8)

Let us define h: ¥ — V(X)) as

E II(r)
h(o") = .
(a") W Val(807co7g)(0-//)va (Sr,c1,0")

reB(co,0,80)

Remember that, by definition:

> T(r) = Val(So, co,0)(0”).

I(r)=0"
reB(co,0,50)
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Therefore

5 oW
1 . VGZ(S(),C(),O')(O'N)
r)=0
reB(co,0,S0)

Since [e1]o” is convex, then h(c”) € ([e1]o”’). Therefore by Proposition 3.4.9:

Z Val(So, co,0)(a")h(c") € [e1]T ({ Val(So, co,a) }) .

g’en

But
> Val(So, co,0) (0" )h(a")(o")
o.ll EZ

H’I“ " /
“Y | T | T pamersen e )

o’ex 1(r)y=c"" 1(r)y=c""
reB(co,0,S0) reB(co,0,50)

_ H(/r) 1 /
- Z Z ValSo. co. 070" Z I(r)Val(S,, c1,0")(0")

o’'ex 1(r)y=c"" I(r)y=c""
reB(co,0,50) reB(co,o,S0)

II(r)

= Z Z (r)Val(S,,c1,0") (")
Val(S Z 2 e

Rd=>>) l(T‘)=U// a ( 05 €05 0) (0 ) l(T‘)=U//

reB(co,0,80) reB(co,0,80)

-y > In)Val(S,,c1,0")(0")

o.//ez l(’r):o’”
reB(co,0,80)

=X | > Hm| > 1o

o’'ex 1(r)y=c"" 1(t)=c'
reB(co,o,S0) teB(c1,0",Sr)

= > > )

r€B(co,0,50) i(t)=o'
teB(c1,l(r),Sr)

>, ),

I(s)=0'
s€B(co;c1,0,8)

and the claim is proved. For the last step, note that a path s € B(co; ¢1,0,8) is
the concatenation of a path r € B(cg, 0,Sp) together with a path t € B(cy,l(r),S,).
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Vice versa suppose that v € [e1]'([co]o). Then there exist & € [co]o and h :
¥ — V(X) such that h(c”) € [c1]o” and v =}~ _, £(¢”)h(c"”). By the induction
hypothesis there exist schedulers Sy, Sy~ such that & = Val(So,co,0), and
h(c") =Val(S,,c1,0"”). Similar to what we did with deterministic schedulers,
we combine them to get a scheduler § such that v = Val(S, ¢p; ¢1,0). Notice
that in this case the combined scheduler has some memoryless character: it
behaves the same for every subautomata starting at a configuration (c1,o0”),

regardless of the previous history.
O

We can interpret the semantics for the full language as being of the form
[e] : ¥ = Pru(V(E))

Using the characterisation of the convex Hoare powercone as ideal extension
of the convex powerset we can show an adequacy result similar to the previous
one, which makes use of probabilistic schedulers.

Theorem 5.3.2. Let ¢ be a command of L and let ¢ € V(X). Then ( €
[c]o iff for every e > O there exists a probabilistic scheduler S for (c,0) s.t.
Val(S,c,0) 3 (1 —¢€).

5.4 Discussion

Using probabilistic automata and schedulers we can give another motivation for
our axiom (HV) and corresponding definition 4.1.1, which implies

N & %7758 + %7758 .
Consider the following example.

o P

| /\
/N /\ /

T F

\

The figure represents two probabilistic processes. The process P; allows two
different ways of resolving the nondeterminism. The corresponding probability
valuations are 7 and ng. The process P» allows four different ways of resolving
the nondeterminism, two of which give the probability valuations %nT + %np.
The process P offers more opportunities, so in a Hoare fashion, we consider it
better than P;. Formally this is implied by 1n, C %77@ + %77@-

This assumes that

e probabilistic choice is visible: in our language every probabilistic choice
entails the assignment of some variable. Even if we then decide to ignore
that variable, an omniscient scheduler sees the difference;

e the schedulers are deterministic. A probabilistic scheduler for P; can
simulate a deterministic scheduler for P.
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The example above shows why Hoare indexed valuations combine well with
the Hoare powerdomain. More indices give more power to a deterministic sched-
uler, therefore more indices provide more information when the scheduler is
under our control.

We have seen the mathematical reasons why there is no distributive law
between the functors P and V. We can exemplify this with a program in our
language. Suppose the denotation of a command c is to be defined as a function
[c] : ¥ — P(V(X)). If we want it to be compositional, we have to define [e1; 2]
in terms of [e1], [ez]. The first intuitive idea would be to define it as

[er;c2](0) = {Ao”. Y h(o")[eal(0")(0") [h: £ — P(E),h(o”) € [e] (o)}

0"€S
This definition makes the sequential composition non-associative. Let
e ¢; be the command X := y, where x(0) = 1/2,x(1) =1/2;
e ¢5 be the command X :=0or X :=1;

e c3 be the command if X = 0 then skip else X := x; or X := y2, where
x1(0) =1/2,x1(1) = 1/2, x2(0) = e, x2(1) = 1 — ¢

and consider the program cy;co;c3.

0/ \.1
ey ey
NN

A A A AN,

In this example we can assume that there are only two states: ¥ = {0, 1}
We have

o [e1](@) = {3m0 + 3m} for i =0,1;

[e2](3) = {no,m } for i =0,1;

[e1; cal(n) = {no, 310 + 3, m} fori = 0,1 € N;

[es](0) = {no}, [es)(1) = {3m0 + 3m,eno + (1 — )m };

[ea; ea](4) = {0, 3m0 + 3m1, €m0 + (1 — €)1} for i =0, 1.
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If we read c1; co; c3 as ¢1; (¢a; ¢3), then

[e1s ca; e3](4)

S0 + 455, 0o + 20m )

= {00, Lo + L, eno + (1 — ), 3o + 1y,
If we read c1;¢o;5c3 as (¢1;¢2); 3, then

[e1s case3] (4)

1+ 1567’1} .

5 Mo +

= {no, 3m0 + 3m, eno + (1 — €)m1, 3mo + 1my,

In the second case the function h (which roughly speaking does the job of
the scheduler), when choosing a valuation in [c3](1) does not “remember” that
the process has reached the state 1 by two different paths. Therefore we miss
one valuation in the final set. When the denotation is given in terms of indexed
valuations, the function h is given enough information to remember this. Indeed
in the case of indexed valuations, h chooses looking at the paths, rather than
only at the state.

However, a memoryless scheduler can simulate the combination of sched-
ulers with memory by flipping a coin. That is why the semantics in terms of
probabilistic schedulers does not need to be given in terms of indexed valuations.

5.5 Conclusions and future work

In this chapter we have shown the computational intuition behind the notion
of indexed valuations by giving semantics to an imperative language with non-
deterministic and probabilistic primitives. We have compared a denotational
semantics in terms of indexed valuations with an operational semantics in terms
of deterministic schedulers. We have argued that a compositional semantics in
terms of deterministic schedulers requires them to make their decisions knowing
the whole history of the process. This feature is reflected in the denotation by
the use of indices to represent the histories.

A semantics in terms of probabilistic scheduler does not require the use of
indices, but requires all the sets involved to be geometrically convex.

5.5.1 Coalgebra and bisimulation

Which notion of bisimulation is induced if we use indexed valuation to define
transition systems?

Definition 5.5.1. An indexed probabilistic automaton on a set of labels A is
a coalgebra for the functor X — P (IV(A x X)) in the category SET.

In order to define the notion of bisimulation, we first need the notion of
lifting of a relation to indexed valuations.

Definition 5.5.2. Let R C X x Y be a relation. Let v = (x,p;i)icr €
IV(X),§ = (yj,q5)jes € IV(Y). We say that vR{ if I = J and for every
i €1, p; =q; and x; Ry;.

Definition 5.5.3. A bisimulation between two indexed probabilistic automata
(X, ), (Y, ) is a relation R C X x Y such that whenever (z,y) € R.
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o for all v € a(x) there exists £ € B(x) such that vRE.
e and symmetrically

Two states x € X,y € Y are bisimilar if they are related by some bisimulation.
Using standard techniques ([BSAV03, RT94]) one can show the following.

Theorem 5.5.4. Two states of two indexed probabilistic automata (X, c), (Y, 5)
are bisimilar iff they are coalgebraic bisimilar.

Indexed probabilistic automata look very much like standard probabilistic
automata. The difference is that an IPA that flips a coin and then chooses
regardless of the outcome of the coin is NOT equivalent to an IPA that does
not flip the coin at all.

Bisimilarity between IPAs seems thus to be too fine an equivalence. We
don’t try too escape this criticism. However one one could argue that probabilis-
tic bisimulation is too fine already for probabilistic automata (see [DGJP99]).
Moreover, distinctions of the kind seen above appear in the literature [HV99].

Note also that indexed valuations were introduced in order to define a com-
putational monad. Although most of the functors used to define transition
systems coalgebraically are monads too, this feature is not used in the stan-
dard literature (I am indebted to Bartek Klin for this observation). It should
not be completely surprising then, if indexed valuations do not provide a good
coalgebraic model.

5.5.2 Semantics of a functional language

We would like to use our construction to give a semantics to a functional lan-
guage, an extension of PCF with probabilistic and nondeterministic choice. In
order to do that we need to work in a cartesian closed category. Unfortunately
the category CONT is not cartesian closed [AJ94]. The powerdomain of valu-
ation does not preserve some important cartesian closed category of continuous
domains, and it is not known to preserve any cartesian closed category besides
DCPO.

We did not try to prove that the indexed valuations functor preserves any
cartesian closed of continuous domains. This is still an interesting problem to
work on, although Jung and Tix ([JT98]) warn us that it is not an easy problem.

5.5.3 Presheaf models

We could also try to find other denotational models beyond domain theory. The
notion of indexed valuation, with its explicit reference to computational paths,
seems to lead toward a presheaf semantics, known to be a nice framework for
concurrent and higher order processes [NW03]. Can the notions studied in this
thesis help in defining a probabilistic semantics in terms of presheaves?
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Chapter 6

Valuations on Event
Structures

The vast majority of models for probabilistic concurrent computation follow
the interleaving approach. The only exception, to our knowledge, are Katoen’s
probabilistic event structures [Kat96]. The model we are going to present here
is, in some sense, a special case of Katoen’s. First of all Katoen builds on
the notion of bundle labelled event structures, while our model is based on the
more primitive notion of prime event structures, and does not contain labels.
More importantly we restrict our attention to the class of confusion free event
structures.

However, in this restricted setting, we are able to produce many interesting
original contributions. In Katoen’s model, as in every interleaving model, all
probabilistic choices are assumed to be (probabilistically) independent. We are
able to go beyond this limitation by constructing a model that accounts for
correlation between choices.

Then we show a connection between our notion of probabilistic event struc-
ture and domain theory, extending the classic result of [Win80, NPW81]. This
result can be interpreted as a representation theorem for continuous valuations
on a certain class of domains.

We are able to define a notion of run for a probabilistic event structure,
which encompasses and extends the corresponding notion in the interleaving
framework. Finally we are able to show a confluence result for such runs, which
also generalise classic results in the theory of event structures.

At the end we will discuss more on the implications and limitations of our
work.

In this chapter we introduce the notions of event structure and of config-
uration of an event structure. We define the notion of confusion free event
structure, arguing that they are suitable to be endowed with probability. We
introduce probabilities on confusion free event structures using the notion of
global valuation. A global valuation is a function assigning a weight to every fi-
nite configuration. The name is chosen because every global valuation generates
a normalised continuous valuation on the domain of configurations. We start by
defining a notion of global valuation which assumes probabilistic independence
of all choices. We then remove this assumption and prove the main theorem

109
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relating global valuation and continuous valuations. We further generalise the
definition of global valuation in order to include subprobability distributions.
This allows us to characterise completely the normalised continuous valuations
on the domain of configurations. Finally we perform an analysis of our defini-
tions using the notion of morphism of event structures.

6.1 Event structures

Event structures were introduced by Nielsen, Plotkin and Winskel [NPW81,
Win80, Win87] as a model for concurrency. Their main feature, which distin-
guishes them from transition systems, is the ability of recording causality and
concurrency of events. States of event structures are represented by the notion
of configuration. The set of configurations of an event structure form a DCPO.

6.1.1 Prime Event Structures

Definition 6.1.1. A prime event structure is a triple £ = (E, <, #) such that
e F is a countable set of events;
e (E, <) is a partial order;
e for every e € E, | e is finite;

e # is an irreflexive and symmetric relation satisfying the following: for
every e1,es,es € E if e; > eg and esffes then e #es.

The relation # is called the conflict relation. Two events ey, es are concurrent,
written e X es, if mep < eq, nes < e1, e #es.

Since prime event structures are the only kind of event structures we deal
with in this thesis, we will refer to them simply as event structures.

The order relation of an event structure represents causality: an event e must
happen before another event e’ can occur (e < €’). Nondeterministic choice
is represented by the conflict relation(e#te’). Concurrency between events is
represented by absence of causality and conflict.

In what follows, the set of events of an event structure £ will always be
denoted by E, possibly carrying indices or dashes.

6.1.2 Configurations of an Event Structure

A state of an event structure is a set of events that have happened. If an event
has happened, so must have all the events that it causally depends on. If two
events are in conflict, at most one of them has happened.

Definition 6.1.2. A configuration x of an event structure &£ is a conflict-free
downward closed subset of F, that is a subset x of E satisfying:

e whenever e € x and ¢’ < e then ¢’ € x.
e for every e, e’ € x, it is not the case that e#e’

The set of configurations of £, partially ordered by inclusion, is denoted as £L(£).
The set of finite configurations is denoted as L;n ().
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The following is a well known fact that connects event structures with do-
main theory [NPW81].

Theorem 6.1.3. The partial order (L(£),C) is an algebraic DCPO, whose
compact elements are the finite configurations.

This theorem can be refined by saying that such a DCPO is in fact a coherent
dI-domain. Conversely every coherent dI-domain can be represented as the set
of configurations of a prime event structure. Details can be found in [Win80].

Sometimes, in order to avoid ambiguity, we will use lattice notation for
configurations. That is, we will write x < y for x C y, x Vy for Uy, and L for
the empty configuration.

If = is a configuration and e is an event such that e € x and z U {e} is a
configuration, then we say that e is enabled at x. Two configurations z,x’ are
said to be compatible if zUx’ is a configuration. A special kind of configuration
is the principal lower set generated by one event.

Definition 6.1.4. For every event e of an event structure £, we define [e] := | e,

and [e) := [e] \ {e}.

It is easy to see that both [e] and [e) are configurations for every event e.
An event e is enabled at z if [e) C z and for every €’ € z, €’ is not in conflict
with e.

An useful observation is the following:

Lemma 6.1.5. Let x be a configuration of an event structure and let e be a
mazimal event in x. Then x’' ;= x \ {e} is a configuration and e is enabled in
x'?

Proof: Any subset of a conflict free set is conflict free. Moreover, since e is
maximal, then z’ is still downward closed. U

The depth of an event e is defined as follows. If [e) = () then depth(e) = 0.
Otherwise depth(e) = max{depth(e’) | ¢/ < e} + 1. Since |e is finite, it is
clear that every event has a finite depth. This allows us to perform proofs by
induction on the depth.

6.1.3 Linear Runs

Configurations represent both a state and a “non linear” run of an event struc-
ture, where the order in which concurrent events have happened is not recorded.
We can also give a linear notion of a run.

Definition 6.1.6. Let x,z’ be two configurations of an event structure. We
write 2——a’ when e ¢ x, and 2/ = 2 U {e}. A sequence o =e;...e, € E*is a

string of the event structure &, if there exist x4, ..., x, such that
el e €n—1 €n
——z1— -~ Ty 1Ty .

We define Conf (o) := x,. Notice that Conf(o) = {ei,...,en}. The language
of an event structure £ is the set of its strings, and it is denoted by Str(E).



112 CHAPTER 6. VALUATIONS ON EVENT STRUCTURES

6.1.4 Immediate Conflict

Two events of an event structure may be in conflict by inheriting the conflict
from previous events. We want to characterise the “minimal” conflicts that
generate all other conflicts by inheritance.

Definition 6.1.7. The immediate conflict relation #, on an event structure
E = (E,< #) is defined as follows: for every e,e’ € E, e#, e’ iff e#e’ and
[e]Ue’),[e) U [e'] are configurations.

Trivially the immediate conflict relation is symmetric.

6.2 Confusion free event structures

The idea for adding probabilities to event structures is to resolve the conflicts
probabilistically. Whenever there is a set of events in immediate conflict, a die
is rolled and, depending on the outcome, one of the events is chosen. However
there are event structures where things do not go so smoothly. Consider the
event structure Esym = (Fsym, <, #) where Eqy, = {a,a, 7}, the order relation
is trivial, and a#7, a#r.

Using a standard notation, we represent the partial order with the usual
Hasse diagrams, while immediate conflict is represented by a curly line.

A ~~~ T ~~~

Note that a, a are concurrent. Which conflict do we resolve? If we flip a coin to
choose between a and 7, the outcome also involves a, contradicting the intuition
that a and a are concurrent, and therefore unable to interfere with each other.
This is an example of symmetric confusion. The first requirement we add is
that the immediate conflict be transitive, so as to rule out symmetric confusion.

Next consider the event structure & = (E,<,#) where E = a,b, ¢, with
a < b, and b#c.

¢~~~ b

a

at the empty configuration c is enabled, but b is not, so there is no conflict to
resolve between them. Once a has happened, though, b is also enabled, and a
coin must be flipped. Again, the happening of a interferes with the concurrent
event c. This is an example of asymmetric confusion. To rule out asymmetric
confusion we require that whenever an event e is enabled, all the events in
immediate conflict with e are enabled as well.

6.2.1 Confusion Freeness

The combination of the above requirements is known as confusion freeness.
This notion originates from the theory of Petri Nets. For a discussion of its
importance we refer also to [RT86].
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Definition 6.2.1. An event structure £ is confusion free if the following con-
ditions are satisfied:

e #,U1lg (the reflexive closure of immediate conflict) is an equivalence;
e whenever e#,¢’, then [e) = [¢/).

Confusion free event structures are also known as concrete data structures
[KP93] and are studied as a computational model in relation with the notion of
dataflow networks [Kah74, KM77] and as a datatype to characterise sequential-
ity [Ong95].

The equivalence classes of #,, U 1g are called cells. The set of cells of £ is
denoted by cell(£). If ¢ is a cell and e € ¢ then we say that e is located at c.
The second condition in the definition implies that whenever an event e located
at ¢ is enabled at a configuration x, all the events located at ¢ are enabled as
well. In such a case we say that the cell ¢ is enabled. The depth of a cell is the
depth of its events. We say that a configuration x fills a cell ¢ if there exists
e € x such that e € ¢. We say that the cell ¢ is accessible at x if c is enabled
at « but not filled by x. The set of accessible cells at = is denoted by Acc(z).
We extend the partial order notation by writing e < ¢’ if for some event ¢’ € ¢/
(and therefore for all such) e < ¢’. We write ¢ < ¢’ if for some (unique) event
e € ¢, e < . By [c) we denote the set of events e such that e < c.

Lemma 6.2.2. In an event structure, e#e’ if and only if there exist eg, e{, such
that eqg < e, ey < €, eo# ).

Proof: Consider the set ([e] x [e']) N # consisting of the pairs of conflicting
events, and order it componentwise. Consider a minimal such pair (e, e,). By
minimality any event in [eg) is not in conflict with any event in [ef]. Since they
are both lower sets we have that [eg) U [e(] is a configuration. Analogously for
leo]U[eg). By definition eq# €. The other direction follows from the definition
of #. O

This allows us to characterise compatibility of configurations as follows.

Proposition 6.2.3. In a confusion-free event structure, two configurations x, x’
are compatible if and only if for every ey € xz, e}y € o', if eg, e, are located at the
same cell, they are equal.

Proof: The configuration z,z’ are incompatible if and only if there are
e € z,¢ € 2’ such that e#e¢’. By Lemma 6.2.2 this happens if and only if
there are e, e, such that eg < e, e < €, eo#,e). When the event structure is
confusion-free, eq, e(, belong to the same cell. O

The domain of configurations of a confusion free event structure is a distribu-
tive concrete domain [KP93]. Conversely every distributive concrete domain can
be represented as the domain of configurations of a confusion free event struc-
ture.
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6.2.2 Coverings
We will need the following notions.

Definition 6.2.4. Given two configurations z, 2’ € L(€) we say that =’ covers
x (written z < 2') if there exists e € E such that 2’ = z U {e}.

For every finite configuration x of a confusion-free event structure, a covering
at x is a set C of configurations such that:

e for every 2’ € C, x < 2';
o for every o', 2" € C, 2/, 2" are incompatible;

e for every configuration y, if z <1y then there is 2’ € C such that y, 2z’ are
compatible.

Coverings are a device to define cells without referring to events.

Proposition 6.2.5. If C is a covering at x, then c = {e|2' € C,a’ =z U {e}}
is a cell accessible at x. Conversely if c € Acc(x), then C :={xU{e}|e € c} is
a covering.

Proof: Let C be a covering at x, and let ¢ be defined as above. Then for
every distinct e, e’ € ¢, we have efte’, otherwise z U {e} and x U {e’} would
be compatible. Moreover as [e),[¢) C z, we have that [e] U [e') C = U {e} so
that [e] U [e') is a configuration. Analogously [e) U [¢'] is a configuration so that
e#,€e’. Now take e € ¢ and suppose there is ¢’ ¢ ¢ such that e#,€’. Since #,
is transitive, then for every e” € ¢, e’#,¢€"”. Therefore U {€'} is incompatible
with every configuration in C, and z <z U {¢’}. Contradiction.

Conversely, take a cell ¢ € Acc(z), and define C as above. Then clearly for
every ' € C, x <z’ and also for every z/, 2" € C, 2/, 2" are incompatible. Now
consider a configuration y, such that z <y. This means y = z U {e} for some
e. If e € ¢ then y € C and y is compatible with itself. If e € ¢ then for every
e’ € ¢, e,€ are not in immediate conflict. Suppose e#¢’, then, by lemma 6.2.2
there are d < e,d’ < €’ such that d#,d’. Suppose d < e then [e) U [¢] would
not be a conflict free. But that is not possible as [e) U [¢/] C z U {e’} and the
latter is a configuration. Analogously it is not the case that d’ < e’. Therefore
e# €’ contradiction. Therefore for every x € C', y and z are compatible. O

Because of the previous lemma, every covering C' uniquely determines a cell
c. In this case we say that C' is a c-covering.
For more details on event structures, one possible reference is [Win87].

6.3 Valuations on Event Structures

We define two notions of global valuation on a confusion free event structure.
The first one assuming independence of all random choices, the second, more
general one, removing this assumption.

6.3.1 Valuations with independence

In a confusion free event structure, every choice is localised at some cell. We
can resolve such choice by a probability distribution over the events in that cell.
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Definition 6.3.1. A local valuation on a confusion-free event structure £ :=
(B, <, ) is a function p : E —]0, 1] such that for every cell ¢, > . p(e) = 1.

Note that no event gets probability 0. Intuitively this is justified by the fact
that an event with probability 0 cannot happen, so we may as well dispense
with it.

If we assume that all the probabilistic choices are independent, the proba-
bility of a configuration is the product of the probabilities of its events. Given
a local valuation p we can define a function v, : Lfin(€) —]0,1] by putting
vp(x) = [, P(€). We are now going to characterise more abstractly the func-
tions arising in this way.

Definition 6.3.2. A global valuation with independence on a confusion free
event structure £ is a function v : L, (€) —]0, 1] such that:

a) v(0) =1;
b) if C' is a covering at z, then ) , . v(2') = v(x);
c) if 2,y are compatible, then v(x Uy) = v(z) - v(y)/v(z Ny).

The following lemma points out an important feature of global valuations
with independence. Its statement applies to more general notions, and we will
use it later.

Lemma 6.3.3. If v : L (E) — [0,1] satisfies condition b) above, then it is
contravariant, i.e.:
z C o' = v(z) > v()

Proof: By induction on the cardinality of '\ z. If x = 2’ then v(z) = v(a’).
Take x C 2’ and consider a maximal event e in &’ \ z. Let 2" := 2’ \ {e}. By
induction hypothesis v(x) > v(a’). Let ¢ be the cell of e and C be the c-covering
of z”. By condition b), >  c-v(y) = v(z”). Since for every y € C we have
that v(y) > 0, then it must also be that v(y) < v(z”). But 2’ € C so that
v(z') <o(z") < ov(z). O

Proposition 6.3.4. Let £ be a confusion free event structure. Then

i) a local valuation p on & determines a global valuation with independence
v by taking vy(z) = Ieezple);

i) a global valuation with independence v on & determines a local valuation
by taking p,(e) = v([e])/v([e)).
Moreover, the operations of (i) and (i) are mutually inverse.

Proof: Part i) is straightforward. As for part ii), because of contravariance
we have that v([e]) < v([e)), so that p,(e) €]0,1]. Consider now a cell ¢. Then
the set C' := {[c)U{e} | e € ¢} is a covering at [¢). Remember that if e € ¢, then

[e) = [¢). Therefore
> pole) =D v(lel)/v(le))

ecc ecc

=Y olle)/v(e) = D v(@)fo(le) = 1.

ecc zeC
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We want now to show that p,, = p. Take an event e.
o, (€) = vp([e])/vp([e))
= I pe/ ] () =nle).

e’ €le] e’Ele)

In order to show that v,, = v we proceed by induction on the size of the
configurations. Because of property a), we have that

vp, (0) = [ [ pole) =1 =v(0).

eel

Now assume that for every configuration y of size n, vy, (y) = v(y), take a
configuration z of size n + 1. Take a maximal event e € x so that y := z \ {e}
is still a configuration. Since x is a configuration, it must be that [¢] C x and
thus [e) C y. Therefore [e) = y N [e]. Now

vp, (@) = J] pole) = pule) - ] pule’)

= (v([e])/v([e))) - vp, (9)
By induction hypothesis this is equal to
= (v([e])/v(le))) - v(y) = v([e]) - v(y)/v(le))
= v([e]) - v(y) /vy N [e])
And because of property c¢) this is equal to
=v(yUle]) = v(x).
O

We show an example. Take the following confusion-free event structure &, 4:
Eqp = {a1,az,b1,b2} with the flat ordering and with a#as and by #bs.

A1 ~~~ Q9 by~~~ by

Then L(&,) is as follows

{a1,b1} {ai, b2} {az,b1} {az,b2}

{a1} {az} {b1} {b2}

\/

L

We define a local valuation on &, by p(ai) = 1/3,p(a2) = 2/3,p(b1) =
1/4,p(bg) = 3/4. The corresponding global valuation is defined as

vp(L) =1
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vp({a1}) = 1/3,vp({az2}) = 2/3,v,({b1}) = 1/4,v,({b2}) = 3/4
vp({a1,b1}) = 1/12,v,({az, b1}) = 1/6,vp({a1,b2}) = 1/4,v,({az, b2}) = 1/2

In the above example, a covering at L is {a1},{az}. A covering at {a1} is

{al, bl}, {al, b2}

Definition 6.3.5. A probabilistic event structure with independence is a con-
fusion free event structure together with a global valuation with independence
(or, equivalently, a local valuation).

6.3.2 Valuations without independence

We will see later that every global valuation with independence v on £ can be
extended to a continuous valuation v on £(€) with the property that for every
finite configuration z, v(z) = v(Tx). Not every continuous valuation arises in
this way. As an example, consider the following continuous valuation on &, .
Define

o v(10) =

o v(H{ai}) = v(M{az}) = v(1{b1}) = v(T{b2}) = 1/2
o v(H{a1,b1}) = v(1{az, b2}) =

o v(H{ar,b2}) =v(1{az,b1}) =1/2

and extend v to all open sets by modularity. Define a function v : L5, () —
[0,1] by v(z) := v(] ). This is clearly not a global valuation with independence.
For a start it takes on the value 0. More importantly it does not satisfy condition
c¢). If we consider the compatible configurations = := {a1},y := {b1} then
vieUy)=0<1/4=v(z) v(y)/v(zNy).

Condition c¢) characterises independence. In the example above, the prob-
abilistic choices in the two cells are not independent: there is a positive corre-
lation between the occurrence of a; and the occurrence of b;. We can think of
the above probabilistic event structure as representing two entangled bits. Once
one of them is observed, we also know the state of the other.

This observation leads us to a more general definition of probabilistic event
structure.

Definition 6.3.6. A global valuation on a confusion-free event structure £ is a
function v : L§;5(€) — [0, 1] such that:

a) v(0) =1,
b) if C' is a covering at x, then ), v(2') = v(x).

Note, in particular, that a global valuation can take the value 0. This more
general notion is not reducible to a function on events only.

Definition 6.3.7. A probabilistic event structure is a confusion free event struc-
ture together with a global valuation.

This is now a good level of generality in a sense to be justified in the next
section.
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6.4 Probabilistic Event Structures and Domains

Theorem 6.1.3 showed a connection between event structures and domain the-
ory. The main result of this chapter extends that theorem drawing a connection
between global valuations and continuous valuations on the domain of configu-
rations of an event structure.

In order to give a continuous valuation, we have to give a weight to open
sets. Intuitively, open sets represent observations. (A good discussion of this
point of view can be found, for example, in [Abr87].) A principal open set Tz
represents the observation of . A global valuation provides a weight for finite
configurations. It is reasonable to ask that the weight of T x be the weight of x.
It turns out that this assignment can be extended in a unique way to all open
sets.

Theorem 6.4.1. For every global valuation v on £ there is a unique continuous
valuation v on L(E) such that for every finite configuration x, v(] z) = v(x).

We will characterise later the continuous valuations arising in this way as
the mazimal elements of V(L(E)).

The proof of Theorem 6.4.1 will require various intermediate results. In the
following proofs we will write Z for 1 z. To avoid complex case distinctions we
also introduce a special element T representing an impossible configuration. If
x,y are incompatible, the expression z V y will denote T. Also, for every global
valuation v, v(T) = 0, finally T = (). The finite configurations together with T
form a V-semilattice.

We have to define a function from the Scott open sets of £(£) to the unit
interval. This value of v on the principal open sets is determined by v(Z) = v(x).
We first define v on finite unions of principal open sets. Since £(£) is algebraic,
such sets form a basis of the Scott topology of £(€). We will then be able to
define v on all open sets by continuity.

Let Pn be the set of principal open subsets of £(£). That is

Pn=1{3|a€Lm(E)}U{0}.

Notice that Pn is closed under finite intersection because 2Ny = z V . (If z,y
are not compatible then ZNJ=0 =T = ZVy.) The family Pn is, in general,
not closed under finite union.

Let Bs be the set of finite unions of elements of Pn. That is

Bs={z1U...UZ, | Z; € Pn, 1 <i<n}.
Using distributivity of intersection over union it is easy to prove the following.

Lemma 6.4.2. The structure (Bs,U,N) is a distributive lattice with top and
bottom.

Since the v has to be modular, it will also satisfy the inclusion-exclusion
principle (Proposition 2.5.5). We exploit this to define v. Let us define vy :
Bs — R as follows

v (T U...UZ,) = Z (—1)H1=1y (\/xl>

0£ICI, iel
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We have first to make sure that v is well defined: If two expressions z7 U
...Ux, and 91 U...U ¥, represent the same set, then

> 0 (Va) = 3 vV

0£ICI, iel 0£JCIm jeJ

Lemma 6.4.3. We have T C 71 U...UZ, if and only if there exists i such that
x; < x.

Proof: Straightforward. O

Lemma 6.4.4. If x,, < 41 then

S ot (Va) = 5 o (Va)

0AICI, iel OAIC I el

Proof: When z,, < z,41 we have that =, V 241 = 241. Now

> =pite (\/ aci)

0AIC I iel

- 3 o (Va)
0AICT, i€l

+ Z (—1)H1=1y (\/ xl>
ICT, 4 el
n,n+1el

+ ) (=it (\/ x) .
ICI, 4 iel
ngl,nt+1€l

We claim that

> (it (\/) f Y (i (\/) 0

IS, 41 el ICI, 41 el
nont1el ngl,n+1el

and this would prove our lemma.
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To prove the claim

Zore e

n,n+1el

\T\ ! xiv:cn\/aanrl)

ICIn 1 (z I

\I\ 1, \/301 anH)
i€l

= - Z (—1)Hly sz'\/anrl)
iel

ICI,L 1

ICI, 1

S (\/)
ICIn 41 el
nglntiel

O

Therefore we can safely remove “redundant” components from a finite union
until we are left with a minimal expression. The next lemma says that such
minimal expression is unique, up to the order of the components.

Lemma 6.4.5. Let 77 U ... UZ, = 1 U...U ¥, and let such expressions
be minimal. Then n = m and there exists a permutation o of I, such that

Ti = Yo(i)-

Proof: By lemma 6.4.3, for every ¢ € I,, there exist some j € I,,, such that
y; < 2. Let o : I, — I, be a function choosing one such j. Symmetrically let
7 : Iy — I, be such that z,(;) < y;. Now I claim that for every i, 7(o(i)) = i.
In fact Tro(i)) < Yo(i) < T;- The minimality of the x;’s implies the claim.
Symmetrically o(7(j)) = 7, so that o is indeed a bijection. |

Finally we observe that in the definition of vy, the order of the x; does not
matter. This concludes the proof of that vy is well-defined.

Next we state a lemma saying that vy : Bs — R is a valuation on the lattice
(Bs,U,N). This is the crux of the proof of Theorem 6.4.1.

Lemma 6.4.6. The function vy : Bs — R satisfies the following properties:

o (Strictness)
v () = 0;

o (Monotonicity)
UCV = VO(U) < Vo(V),‘

e (Modularity)
Vo(U) + l/()(V) = I/o(U U V) + l/o(U n V)

In particular, since 1= L(E), for every U € Bs, we have 0 = () <
vo(U) < vo(L(E)) = vp(L) =v(Ll) =1. So in fact vy : Bs — [0, 1].
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Proof: Strictness is obvious.

We prove monotonicity in steps. First we prove a special case. That is for
every n-tuple of finite configurations (z;) and for every finite configuration y, if
Z1U...UT, Cy, then vy (1 U...UZ,) < 1vp(y). We will do it by induction on
n. The basis requires that 0 = vo() < vy(y) = v(y) which is true.

Suppose now that z; U... U @ C 7. Fix y and consider all n + 1-tuples
(2;) such that z; U...UZ,11 C ¥ and order them componentwise. That is
(z:) < (2]) if for every i, z; < z[. Note that if (z;) > (z}) then some of the (z})
must be strictly smaller than some of the z;. As every z; is finite this order is
well founded.

Suppose by contradiction that there exist an n 4 1-tuples for which

v (A1U...UZpt1) > 10(7)

and take a minimal such. If this is the case, then all z; must be strictly greater
than y. We argue that there is a cell ¢, such that y does not fill ¢, some of the
z;’s fill ¢ and for all z; that do, the event e € ¢ z; is maximal in z;. Consider
a maximal event e; € 21 \ y. If the cell ¢; of e; is maximal in all z; that fill ¢,
then we are done. Otherwise consider the first z; that fills ¢; but for which ¢;
is not maximal. Consider a maximal event in z; lying above ¢;. Consider its
cell ¢, Since ¢y is above ¢y, clearly co cannot be filled by any of the z; for i < j
because, either they do not fill ¢;, or if they do, then ¢; is maximal. Continue
this process until you reach z,4; at which point we will have found a cell ¢ with
the properties above.

Consider all the events ey, ...,ep,... € c.! For every h > 1 let I" = {i €
In41 | en € z;}. Since ¢ is maximal and it is not filled by y, then we have that
for every i € I", 2! := z;\ {en} is still a configuration and it is still above .

For every i € Ip4+1 let w; be 2 if ¢ belongs to some [ h and otherwise let w; be
z;. For what we have said, all w; are greater than y so that wy U. .. Uw/n?l Cy.
Also the tuple (w;) is strictly below (z;) in the well order defined above. We
now show that

12 (TT}IUU’LU/T;E) >l/0(@\)

which contradicts minimality.
To do that we show that
vo (Wi U...Uwni1) 2w (AAU...UZng1) -
That is

) <1>“v<\/wi>z 3 (1)|fllv<\/zi>.

OAIC T, 4 iel 0£IC I, 11 iel

We can start erasing summands that do not change. Let I = I, \ Ups, I
For every i € I, w; = z;, thus if I C I then Vierwi = V;¢y zi- So that

(V)= (ve)

1Cells can be finite or countable. We do the proof for the countable case, the finite case
being analogous and, in fact, simpler.
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Removing the summands of the above shape, it is enough to prove that

S oy (\/ wi) Y (\/ ) |
OAICT, 41 iel OAICT, 41 el
INT#0 INT#0
Also note that if for two different h, A’ > 1 we have that, if I N I" # () and
INI" #( then Vierzi = T, that is v (\/iel zi) = 0, because it is the join of
incompatible configurations. Therefore we can rewrite the right-hand member
of the inequation above as

> 3 o (Va).

h>1g£\ICI" iel

For every i ¢ I we can define z! to be w; U {e,}. All such z! are indeed
configurations because if i ¢ I then c is accessible at w;. For every I such that
0 # I\ I we have that Vierzl = T if and only if \/;c,w; = T as ey is the
only event in its cell appearing in any configuration, so its introduction cannot
cause an incompatibility that was not already there. Now condition b) in the
definition of global valuation says exactly that

(V) oo V)

(Where both members may be 0 if \/;_; w; is already T.) Therefore

S S0 (V) - X oV,
0£ICI, 11 h>1 i€l OAICT, 41 el

INI#0 INT#0

Now, the left hand member is absolutely convergent, because v is a nonnegative
function and

> (V) X oV <o
0#ICI, 1 h2>1 i€l OAICTy 41 iel
INT#0 INT#D

Therefore we can rearrange the terms as we like, in particular we can swap the
two summations symbols. Thus

S 3 (V) - 5 (V).
h>10#£1CT, 44 i€l 0AICT, 4 el

INI#£) INT£0

So to prove our claim it is enough to show that

ST comu(Va) s (V)

h>1g£\ICI" icl h>10#£1CT, 44 el
- I\NI#0
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Note that if T\ I C I" then Vierzi = V,eq 2. Therefore we can rewrite the
inequation as:

DIt (\/zgz><z S (e (\/Z?>-

h>1g£\ICIh el h>10#1CT, 41 iel
- I\NT#0

To prove the inequation holds, it is then enough to show that for any h > 1.

> o (Vat) s X o (V).

@?&I\fg]h iel OAICT, 41 i€l
INI#£0

Subtracting the same quantity from both members we get equivalently

0< Y (=Dt (\//L)

0AICT, 41 iel
\(furhyzo

Let I := U#h I'. We can rewrite the sum above as

Z Z 1)1 ( \/ zf)

0£JCIh HCIUIM i€HUJ

DG <1>Hv< V )

p£JCIN HCIuIh i€EHUJ
Using BSV lemma (6.App.2) we can rewrite this as

Y Ry (1)|H|v< \/ Zg)

0£KCIM KCJCIh HCIUIh t€HUJ

- Xy oy ey o)

P£KCIh KCJCIh HCIuIh ieHUJ

Fix K. Consider a set I such tha§ KCICI,. Singe I:h, TUIM are a partition
of I,,41, we have that H := IN(IUI") and J := INI" are a partition of . We
use this to rewrite the term above.

oY (IRl (\/ Zih) .

P£KCIh KCICT 41 iel
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For every K, and defining L := I \ K, we have that

T ()R, (\/ Zg)

KCICI,41 icl

= > (pEFEEG L\ v/ 2

LCI41\K ieK jEL

= (=1)0F2Kly (\/ zzh> + Z (—1)IEI+2IED, \/ (z]h v \/ 2

€K PALCI, 1\ K JjEL €K

) “(w% DECET BVICARVES

€K P#LCI,+1\K jEL €K

= <\/ zzh> — Z (—1)‘L‘_1v \/(z;-l\/ \/ zzh) )

€K P#LCI,+1\K jEL €K

If \/;c g 2% = T then the whole sum is equal to 0. Otherwise it is equal to

Vo (W)l/o U z;L\//\7th )

icK €It \K icK

Note that for every j is

S S

h h h

gv\ e\ 4
i€k ieK

so that

U vV ey

JE€EL, 11\ K €K ieK
Moreover observe that |I,,+1 \ K| < n+ 1. By induction hypothesis

V0<V?fl>l/o U ZJh\//\72fL >0.

i€EK €L 1\ K €K
Thus we have proved that for every n-tuple of finite configurations (z;) and
for every finite configuration y, if z1 U ... UZ, C 7, then vy (z;U...UZ,) <
vo(¥)-
Monotonicity now follows from the following lemma:

Lemma 6.4.7. If x1,...,x,41 are finite configurations

vo (@I U...UZy) <wo (FTTU...UT, UZpi) -
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Proof:

vo (FTTU...UT, UTpt)

> =ity (\/ xi>

OAICToi1 iel

= Z (—1)1=1y (\/ xz> +v(Tpy1) — Z (—1)HI=1y (:cnﬂ % \/ xz>
PAICI, iel 0#AICI, iel

= Z (—1)H1=1y (\/ xl> +v(zpt1) — Z (-1 (\/ Tt V xl>
PAICT, iel 0£ICI, iel

= Vo(ﬁu...uf\n)—f—yo(@)—V0<xnﬁxlu...Umn+/17xn)
> v (T1U...UZy,) .
Therefore, by induction on m,
v (Z1U...UZy) <wvo (1 U... U, Ut UL .. UTm) -
Finally, to show monotonicity of vy, suppose that
71U...UZ, CHU...UZ .
Then
NU...Um=21U...UZp U U...U¥m .
By the above observation we have
vo(T1U...UTy) <y (Z1U...UZ, Ui U...UTm)
=vo (1 U...UUm) .
[0(6.4.7) To prove modularity take 71 U...UZ, and g1 U ... U §n,, we want to
prove that
vo(TiU...UZy) + v (g1 U...UTy)
=y (T1U... U, U U...UZp) + 1o (1 U...UZ) N (A U...UTy)) .
By distributivity we have that
(Z1U...UZp) N (A U...UZy)
=@Nup)U@EINg2)U...U (T, N Ym) -

Using the definitions, we have to prove that

Ri= Y (-n~'v (\/x)—f— S (-plit (\/yj>

0£ICI, iel 0#JCIom icl

is equal to

L= > )ty (\av\/y

0ATWJ el jeJ
ICIL,,JCIn,

+ o EnEE L\ (@ivy)

0AKCIy xIm (i.)eK
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We can split the various I W J in three classes: when J is empty, when [ is
empty, and when both are not empty. So we can rewrite L as

L s (V)

0£ICI, i€l

+ D DTV
0£JCI jeJ

i Z (—1 ou| 1, \/:Ez\/ \/yj
0AICI, el jeJ
O#JCIm

Y CE |\ (@)
0AKCIp X I, (4,5)eK

The first two summands of this expression are equal to R, so we have just to
prove that the last two are equal to 0.

For every @ # I C I,, § # J C I, consider all K C I, x I,, such that
m(K) = I,m(K) = J. We argue that for all such K,

\/ :cz\/yj \/:Ez\/\/yj

(i,5)eK iel jeJ

In fact using commutativity, associativity and idempotency of the join, we can
group all the z; and y; on the left hand member. So that

\/ (l‘l Vv yj) = \/ z;V \/ Yj

(i,j)EK i€m (K) jEm2(K)

We can rewrite the the last two summands of the above expression as

Z( 1lresi-1, \/:cz\/\/yj

0AICTy el JjeJ
0#ICIm
K|-1
+ Y CE [ @vy)
0AICIn  O#KCIpXIm (i,J)eEK

077 CIm w1 (K)=1,75 (K)=1J

_ Z( 1lresi-1, \/:cz\/\/yj

O#£ICTy, el JjeJ
0#£JCIm
K|-1
+ E E (—1) K11y \/aci\/\/yj
0AICI,  0#KCInXIm i€l JjEJ

077 CIm w1 (K)=1,m5 (K)=1J

= > o Vav V| [comioe > e

OAIC Iy i€l j€J 0#AKCIn X Im
0#£ICIm 7 (K)=1I,7m5(K)=J
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So it is enough to prove that for every finite sets I, J

(71)|IL+JJ\71 + Z (71)|K|71 =0
0#AKCInXIm
T (K)=1I,mq(K)=J
which is the statement of Lemma 6.App.1, to be proved in the appendix. O
Now we are ready to define v on all Scott open sets.

Lemma 6.4.8. For every Scott open O C L(E), we have

o=|]"U.

UCo

UeBs
Proof: Directedness is straightforward. Moreover, since £(€) is algebraic,
Pn is a basis for the Scott topology (and so is, a fortiori, Bs). O

Now, for every Scott open set O, define

v(0) = sup rp(U).
Uco
UeBs
We then have the following proposition, which concludes the proof of Theorem
6.4.1.

Proposition 6.4.9. The function v is a valuation on the Scott-topology of L(E)
such that for every finite configuration x, v(1x) = v(x).

Continuity follows from an exchange of suprema, strictness and monotonicity
are obvious. Modularity follows from the modularity of vy and continuity of the
addition. Finally, because of the monotonicity of vy, we have that v(7z) =
vo(Tx) = v(x). O

6.5 A representation theorem

Using the results of the previous section, we are now going to characterise com-
pletely the normalised valuations on the domain of configurations on an event
structure. We first note that not all normalised continuous valuations arise from
global valuation. To overcome this problem we define the notion of an event
structure with “invisible events”. This notion allows us to state the representa-
tion theorem for continuous valuations.

6.5.1 Leaking valuations

Some continuous valuations “leak” probability. The simplest example of that is
the event structure composed of one event * only, and the continuous valuation
defined as v(@) = 0, v(T L) = 1, v(1{*}) = 1/2. The above continuous valu-
ation is not generated by any global valuation. This suggests that we should
generalise the definition of global valuation, allowing the use of subprobability
distributions. At a first sight it seems that it is enough to relax condition b) to
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the following
b’) If C'is a covering at x, then ), - v(z") < v(z).

It turns out that this is not the right generalisation, as the following example
shows. Consider the event structure £ where E = {d, e} with the flat ordering
and no conflict. Define a “leaking global valuation” on £ by,

. o) =1
o v({d}) =v({e}) =1
e v({d,e})=0

The function v satisfy conditions a) and b’), but it cannot be extended to
a continuous valuation on the domain of configurations. Suppose it did, and
call such valuation v. Then v is modular so that v(T{a} U 1{b}) = v(1{a}) +
v(T{b}) —v(1{a,b}) = 1+ 1 — 0 = 2. This would contradicts monotonicity, as
v(Tl)=1.

6.5.2 Invisible events

4

In fact, the leaking of probability can be attributed to an
we are now going to show.

‘invisible” event, as

Definition 6.5.1. Cousider a confusion free event structure & = (E, <, #).
Let cell(€) be the set of the cells of £. For every ¢ € cell(€) we consider a
new “invisible” event 9. such that 9. € FE and if ¢ # ¢’ then 0. # 0. Let
0={0. | ce€ cell(§)}. We define £y to be (Ey, <p,#s), where

o Fy =FUO,
e <y is < extended by e <y 9. if for all ¢’ € ¢, e < ¢€/;
o #p is # extended by e#40,. if there exists ¢’ € ¢, €' < e.

Roughly speaking £y is £ where every cell contains an extra invisible event
which does not enable anything. Invisible events, like kitchen paper, suck up
all leaking probability, as the following theorem shows.

Definition 6.5.2. A pre-valuation on a confusion-free event structure £ is a
function v : L, (€) — [0, 1] such that v(0) = 1.

Theorem 6.5.3. Let £ be the confusion-free event structure. Let v be a pre-
valuation on €. A necessary and sufficient condition for there to be a unique
normalised continuous valuation v on L(E) with v(z) = v(] x), is that v can be
extended to a global valuation vy on Ey.

Proof: Sufficiency. During the proof of Theorem 6.4.1, we have used con-
dition b) only to prove monotonicity of vy. In particular we only use it to prove
that for every n-tuple of configurations (z;) and for every configuration y, if
T1U...UZ, C7, then vy (1 U...UZy,) < vo(7).

Note that this statement can be formulated without referring to open set.
It is equivalent to saying that if y < x1,...,x, then

v(y) > Z (—1)H1=1y (\/ xl> .

0£ICI, iel
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Since vy is a global valuation on £y, we can prove the above statement for it.
That is for every configuration y, x1,..., %y, if y <x1,...,x, then

va(y) > Z (—1)H=1yy <\/ xi> .

0£ICI, iel

Now, restricting our attention to the configurations not involving the invisible
events, we get the result for £. The rest of the proof of Theorem 6.4.1 does not
make use of property b) nor of contravariance. (I

To prove necessity we proceed in steps using some accessory lemmas. Con-
sider a normalised continuous valuation v on £(£). If we define v : L () —
[0,1] by v(z) = v(Tz), clearly we have v() = 1. We need to show that such
function can be extended to a global valuation on £y. Note that if such extension
exists, it is unique.

We need some notation. For a configuration z, let ¢y, ..., ¢, be distinct cells
accessible at . Let ¢; = {e},..., el }. Consider a subset J C I,, and consider
the set X of functions f : J — N such that f(j) € In,;. Roughly speaking a
function in X; chooses an event for every cell whose index is in J. For every
f € X we define 2/ to be z U Uje,{e;m}. Thus =/ is simply = augmented
with the events chosen by f. Clearly =/ is a configuration. For every J C I,,, we
define %7 to be z U Ujes{0c;}. We have that 197 € Li,(E5). Moreover every
configuration in £;,(£s) has this form for some x, because the invisible events
are always maximal. Notice that if J N J’ = @ then, for f € X; we can write
both /%" and 97 f and that they denote the same configuration of £ rin(Ea),
that is

U Jteyu | o, -

jeJ jred’

To extend v to configurations of the form 2%/, we start by observing what
happens when J is a singleton. What is the value of vy (zU{d.})? Since we want
this extension to be a global valuation, we must have va(zU{0:})+ > .. va(zU
{e}) = va(z). This implies vy(z U {0.}) = v(z) — > .. v(z U{e}), which we
take as definition. Generalising;:

Lemma 6.5.4. If vy is a global valuation on £y, x a finite configuration of €
and cq, ..., cy distinct cells accessible at x, then

va(a?n) = > | (=D Y wg(a?)

JCI, fexy

Proof: By induction on n. (]

This also can be taken as definition of the extension of v to £5. The next
lemma shows that in order for this extension to be a global valuation, it is

enough that >, ((71)“” Do fex, v(xf)) belong always to [0, 1].
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Lemma 6.5.5. Suppose v is a pre-valuation on £. Then vy as defined above is
a global valuation on Eg if and only if:

b”) for every x finite configuration of € and ¢, ..., ¢, distinct cells accessible
at x,

0< Z (=1)VI Z va(z!) | <1.

JCI,, fexXs

Lemma 6.5.5 could be used to define “leaking global valuations”.

Proof: Clearly vy : Lfin(E9) — [0,1] and vs(d) = 1. It remains to show
condition b).

Take a configuration 297 € Lf;,(Ep) (where J could be empty, so that
197 € Lin(€)). Say J = I,,. Consider a cell ¢,+1 accessible at 297=. We want
that

v (29 ) = vy (a9Tn+1) + Z v (x99 .
9E€EX (nt1y

Notice that %9 = 2997 . Using the definition of vy we have to show that

DN ACED DRIER

JCI, fexs

SN ICIED SRTEN] EAD SIS DN [CLID BRIE

JCInt1 fex, 9€Xtnt1y JCIn fex,

Notice that

POED SN [CEUD DRTEZS) D DI ECSV Ll SRTe)

9E€EX (nt1y JCIn fexy n+1€JCln41 fex,

If we move this term to the left we have to show

SHEDITS v |+ > =)D vl

JCIn fexy n+1€JCIn41 fexy

= Z (—1)"]| Z v(acf)

JQI,L+1 fEX]

which is true as we can partition the subsets of 1,11 in two classes: the ones
that are included in I,, and the ones containing n + 1. (I

To conclude the proof of Theorem 6.5.3 we have to show that a normalised
continuous valuation restricts to a pre-valuation satisfying condition b”). This
follows from modularity and monotonicity.

Let v be a continuous valuation on £(€). Consider a finite configuration x
of £ and ¢4, ..., ¢, distinct cells accessible at . Then for every ¢ € I,, and every

fi € Xy @ < xfi so that Uier, UfiEX{q,} xfi C 7. By monotonicity it must
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be v (UZe 1, Ujie Xy a:f7r> < v(Z). Modularity implies the inclusion-exclusion

formula so that

AU U o= 30 3 ot Ve

i€l fi€X (5 0#£JICI, 0£XCX s fex

Notice that when X C X is not a singleton, then erX zf = T as two
different f’s choose at least two different events in one of the cells, making the
configurations incompatible. Those terms can therefore be removed, leaving the

expression
Z Z IJI Ly f)

0A£JCI, FEX,

Since it denotes the value of v on some open set R > 0. By the observation
above, we have that R < v(x). Remember that for J = (), X; contains only the
empty function f: 0 — N so that = 2. We have then

— Y Y ) () <1

0£JCI, feXt

Which, after some obvious changes becomes

0< Z (=)l Z v(acf) <1.

JCI, fexy

6.5.3 A representation theorem

Recall that we can characterise the domains arising as sets of configurations of
a confusion free event structure. These are precisely the distributive concrete
domains.

The results shown so far allow us to characterise completely the continuous
valuations on a coherent dI-domains.

Definition 6.5.6. Let £ be a confusion free event structure. A generalised
global valuation on & is a pre-valuation on £ that can be extended to a global
valuation on &y.

The representation theorem is the following.

Theorem 6.5.7. Let v : L, (€) — [0,1] be a pre-valuation. Then there exists
a normalised continuous valuation v on L(E) satisfying v(1z) = v(z) if and
only if v is a generalised global valuation.

In the next chapter we will also be able to characterise the normalised con-
tinuous valuations that corresponds to global valuations. They are precisely the
maximal elements in V1(L(E)).
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6.6 Categorical analysis

We might ask whether the correspondence between valuations on event struc-
tures and continuous valuations on the domains of configurations is natural, in
the sense of Category Theory. The answer is yes as we will now show.

First, we have to make precise the terms of our question.

Definition 6.6.1. [Win82, WN95] Given two confusion-free event structures
E,E", a morphism f: € — £’ is a partial function f : E — E’ such that

e whenever xz € L() then f(x) € L(E)

o for every x € L(E), for all eq,e2 € z if f(e1), f(e2) are both defined and
f(e1) = f(e2), then e; = es.

Such morphisms define a category CFES. The operator £ extends to a
functor CFES — ALG by L(f)(z) = f(z).

For every confusion free event structure &, let V(&) be the set of generalised
global valuations on £. We want to extend this operator to a functor on CFES.
This is easily done, via continuous valuations.

£ V(E) < VI(L(E))
I

‘/f | lvl(ﬁ(f))
\

g V(&) =—=VI(L(E")

The use of morphisms allows us to make interesting observations.
Consider the following event structures & = (E, <, #),&" = (E', <, #) where

o E == {G/17a/27b17b2,01,027d1,d27@1,€2}';
e a1 < by,cy,di,er, ag < by, c2,da, e2;

o ar##,az, bi#fuct, ba#tuco, diFper, dotfea;

by ~—~C1 dy ~~~ €1 by ~~~ C2 dy ~~~ €2

S N

A1 ~~o~eee~~~~ e~~~ (D
b El = {a7 b’ C7 d7 e};

and

e a<b,ucd,e

° b#;tc7 d#;te;

=\

The map f: E — E’ defined as f(x;) =z, x = a,b,c,d,e and i = 1,2, is a
morphism of event structures.
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Now suppose we have a global valuation with independence v on £. We can
equivalently consider a local valuation p. Let v be the corresponding continuous
valuation on £(€). Let’s now look at v’ := V' (f)(v). First we observe

v'({a}) = V()W) (T{a}) = v(T{ar} U 1{az})
v(H{ai} +v(1{az2})
v({a1}) +v({az}) = plar) +plag) = 1.

Then

v'({a,b}) = V(f)()(1{a,b}) = v(T{a1, b1} U T{az, b2})
= v(T{a1, 01} +v(T{az, b2})
= pla1) - p(b1) + plaz) - p(b2) -

Suppose v’ were also independent, then it would correspond to a local valua-
tion p’. In that case V(f)(v)(1{a, b}) must be equal to v'({a,b}) = p'(a)-p'(b) =
p'(b), so that p'(b) = p(a1) - p(b1) +p(az) - p(bz). Similarly p'(d) = p(a1)-p(di) +
p(az) - p(dz). Now on the one hand

V() w)(1{a,b,d}) = v(T{a1,b1,d1} U T{az, bz, d2})
= v(H{ay,b1,d1}) + Tv({az, b2, d2})
= pla1) - p(b1) - p(d1) + plaz) - p(b2) - p(d2) -

On the other hand

V(f)(u)(T{a, b, d}) = U/({a> b’ d}’)
= p'(a)-p'(b)-p'(d) =p'(b) - p'(d)
= [p(a1) - p(b1) + p(az) - p(b2)] - [p(a1) - p(d1) + p(az) - p(d2)] -

But in general it is not true that

[p(a1) - p(b1) + p(az) - p(b2)] - [p(a1) - p(d1) + p(az) - p(dz)]
= p(a1) - p(b1) - p(d1) + p(az) - p(b2) - p(da) .

The valuation v is not with independence: in fact the correlation between
the cell {b,c} and the cell {d, e} can be interpreted by saying that it is due to
a hidden choice between a; and as. The question arises whether every global
valuation is the projection of a global valuation with independence in a similar
way. Presently, we do not know the answer.

The use of morphisms allows us also to relate the notion of conflict and
the notion of probabilistic correlation. Consider the following event structures
&= <Ea Sa #>ﬂ€/ = <E/a Sa #) where

o £ ={a,b}, a#,b;

o F' ={d,b'} with no conflict;

a~—~~b a v

The map f : E — E’ defined as f(a) = o/, f(b) = b is a morphism of event
structures.
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Consider the global valuation v on £ defined as v({a}) = v({b}) = 1/2. The
valuation v' = V(f)(v) is as follows: v'({a'}) = o' ({¥'}) = 1/2,v'({d’,b'}) = 0.
Although v is non-leaking, v’ is. By theorem 6.5.3, we can extend v’ to a
non-leaking global valuation on £y:

Oy ~~~a Oy~~~
The (unique) extension is defined as follows:

o V({0u}) = v'({0}) = o'({a'}) = v'({0'}) = 1/2;

o ({0, 0p}) = v'({d,0'}) = 0;

o V'({0a,0'}) = v'({d, Oy }) = 1/2.

The conflict between a and b in € is seen in £’ as a correlation between the cells
of a’ and b’. We cannot observe a’ and b together.

6 Appendix Two Combinatorial Lemmas

We prove here two lemmas used during the proof of Theorem 6.4.1.

Lemma 6.App.1. For every finite sets I, J with |I| =n,|J| =m

Z (71)\1(\ _ (71)n+m71'

7T1(K):I,7T2(K):J

Proof: Without loss of generality we can think of I = {1,...,n} and J =
{1,...,m}. Also we observe that a subset K C I x J such that m(K) =
I,m(K) = J is in fact a surjective and total relation between the two sets.

Let
tn,m = Z (_1)‘K|;
DAKCIXJ
m (K)=1,m2(K)=J
tom = {0 £ K CIxJ||K|odd, m(K)=1I,m(K)=J};

by = {0 #£ K CIxJ||K|even, m(K)=1,m(K)=J}.

Clearly ty, n = t, ,, =t ,,. We want to prove that t, ,, = (=1)"T"*1. We
do this by induction on n. It is easy to check that this is true for n = 1. In this
case, if m is even then § , =1 and ¢{ , =0, so that ¢§ ,, —¢¢ , = (=1)F™+L
Similarly if m is odd.

Now let’s assume that for every p, ¢, , = (—1)"*P*1 and let’s try to compute
tnt+1,m- To evaluate t,,41,, we count all surjective and total relations K between
I and J together with their“sign”. Consider the pairs in K of the form (n+1,h)
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for h € J. What do you get if you remove them? You get a total surjective
relation between {1,...,n} and a subset Jx of {1,...,m}.

Consider first the case where Jx = {1,...,m}. What is the contribution
of such K’s to t,41,m? There are (7:) ways of choosing s pairs of the form
(n+1,h). And for every such choice there are t,, ,,, (signed) relations. Adding
the pairs (n 4 1, h) possibly modifies the sign of such relations. All in all the
contribution amounts to

3 (”;) (—=1)*tpm -

1<s<m

Suppose now that Jx is a proper subset of {1, ..., m} leaving out r elements.

Since K is surjective, all such elements h must be in a pair of the form
(n+ 1,h). Moreover there can be s pairs of the form (n + 1,4') with b’ € Jk.
What is the contribution of such K’s to t,,,?7 There are (T) ways of choosing
the elements that are left out. For every such choice and for every s such that
0 < s < m —r there are (™, ") ways of choosing the h’ € Jx. And for every
such choice there are ¢, ,,—, (signed) relations. Adding the pairs (n+ 1, k) and
(n + 1,h’) possibly modifies the sign of such relations. All in all, for every r
such that 1 < r <m — 1, the contribution amounts to

(j}) . Zm ) (m) (1)

The (signed) sum of all these contribution will give us t,,+1.,m. Now we use
the induction hypothesis and we write (—1)" TP+ for ¢, ,.

Thus:
m .
tn-l—l,m = Z (S>(_1)6tn,m
1<s<m
m m-—rr .
+ (r> > (s >(—1)6+Ttn,m—r
1<r<m-—1 0<s<m—r
G
S
1<s<m
m m-—rr
1 s+n+m+1
e 2 (1) X (")
1<r<m-—1 0<s<m-—r
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= e | (M)

1<s<m

m m-—r s
2 0z (e
1<r<m-—1 0<s<m—r

By the binomial formula, for 1 <r < m — 1 we have

0=(1-1)"" = Z, (m;7>(—1)5.

So we are left with

= (5 (D) e () e

= (-1 0 - 1)
— (71)n+1+m+1 .

Which is what we wanted to prove. (Il

Lemma 6.App.2 (BSV lemma). Let X be a finite set and let f : P(X) — R.

Then
Z (— )\7\ YrJ Z Z \7\+|K|f( ).

P£JCX P0AKCX KCJCX

Proof: By induction on |X|. The base is obvious. Let X' = X U {x}, with

x ¢ X. Consider
I S EICLLI®)

PAKCX' KCJCX'

We can split the sum in two, according to whether K contains or does not
contain .

Z Z \J\+|K|f Z Z IJI-HK\f( )

PAKCX KCJCX' +€EKCX' KCJCX'

We now rewrite the second part of the expression, singling out the case where
K = {+}. In all the other cases we can write K as H U {*} for some nonempty

HCX.
Z Z IJIHK\f( )

PAKCX KCJCX'

+ Z Z (71)|J|+‘H‘+1f(<])+ Z (*D‘JHlf(J)

PAHCX HU{+}CJCX’ x€JC X/
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We now split each of the inner sums in the first line according to whether J
contains or does not contain *. We have then

— Z Z (=) HIE £ () + Z (=) HIE ()

0AKCX \KCJCX KU{*}CJCX
+ ) Yoo EYPHER Ry 4 Y () ()
0£HCX HU{x}CJCX' *€JCX/
_ Z Z (71)\I\+|K|f(<])+ Z Z (*1)‘”+|K|f(<])
P£LKCX KCJCX PAKCX KU{x}CJCX'
+ Z Z (_1)|J|+\H\+1f(J)+ Z (—1)|J|+1f(J)
0£HCX HU{x}CJCX' *€JCX/

Now the second and the third member of the expression above cancel out.

= > > CYYHEE 4+ Y ()

0#AKCX KCJCX *€JC X'

We now use the induction hypothesis on the first member

= > O Y D)

PDAJCX x€JC X/
= Y Oy + DD (=Y
P#IJCX xeJC X/

Which can be finally joined.
= > .

PA£ICX'
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Chapter 7

Probabilistic Runs of Event
Structures

In this chapter we define different notions of run of a probabilistic event struc-
ture. The leading idea is that a run of a probabilistic event structure be a
probability distribution over nonprobabilistic runs. We define the notion of test
as a set of configurations which is suitable to represent a probabilistic run. Us-
ing tests we can give an alternative characterisation of global valuations. The
use of tests allows us also to characterise the continuous valuations arising from
global valuations as the maximal elements in V!(L(€)).

Finally we prove a confluence theorem showing that in some sense, proba-
bilistic event structures do not feature nondeterminism.

7.1 Event structures as Markov decision pro-
cesses

We first introduce a notion of “sequential” run for a probabilistic event struc-
ture. We do that by seeing an event structure as a Markov decision process.
Configurations are the states. At every state, the actions are the accessible cells.
A scheduler is a function choosing, at every state, one of the accessible cells.

Instead of following the general framework devised in Section 2.6, we choose
to present here an alternative semantics, using ideas from [dAHJ01].

7.1.1 Probabilistic words

Let S be an set. In the following elements of S are called symbols, elements of
S* are called strings.

Definition 7.1.1. A (probabilistic) letter over S is a probability distribution
over symbols, i.e. a function « : S — [0,1] such that a[S] = 1. A (probabilistic)
word of length n is a probability distribution ( over strings of length n.

We find it useful to introduce the following notation. We denote a letter a
also as (a(a))eew where W = Supp(a). We denote a word § of length n also
as (6(0))sew where W = Supp(5). We identify letters with words having only
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strings of length 1 in the support. To ease the reading we will write (3(¢))w,
or (B)w for (B(0))sew, when this does not create confusion.
This notation allows us to define a notion of composition between words.

Definition 7.1.2. Let (3(0))w be a word, let (7,(7))%. be a family of words of
the same length indexed by W. The composition of these two objects, denoted
by 3; (7,)" is the word ¢, such that ((o;7) = B(0)7,(7), where by o;7 we
mean the usual composition of strings.

It is easy to check that the operation is well defined. If 3, (7,)" are words,
then f3; (7,)" is a word. We write 3;y to mean f3; (7,)" when for every o € W,
Yo = 7. The neutral element on the left is the word assigning probability 1 to
the string of length 0. We call this word €, as the only string in its support.
The neutral elements on the right are the families with all elements equal to e.
Definition 7.1.3. A word 3 is prefiz of a word ' if there exists a family (v, )"
such that 3; (7,)" = 3. We denote this by 3 < 3. A language is a set of words.
A language L is prefiz-closed iff 3’ € L and 3 < (3 implies that 8 € L.

Proposition 7.1.4. Let 3, 3" be two probabilistic words over S. We have 3 < [’
if and only if for every o € Supp(B)

Bo)= 3 A0,

o<o’

7.1.2 Schedulers

For simplicity of exposition we will consider only event structures such that at
every configuration there is at least one accessible cell. This restriction can be
easily avoided by adding a countable chain of independent “idling” events.

Definition 7.1.5. A fragment scheduler of a confusion free event structure
(E, <,#) is a partial function f : Str(€) — cell(€) such that f(o) is accessible
at Conf (o). A finite scheduler f of length n is a fragment scheduler defined on
words of length I < n. The length of f is denoted by |f|. A fragment scheduler
f! extends a finite scheduler f, if Dom(f) N Dom(f') =@ and f U f’ is a finite
scheduler. In that case we write f; f’ for f U f'.

Using schedulers, we can give semantics to probabilistic event structures
with independence in terms of probabilistic words.

Definition 7.1.6. The word of a probabilistic event structure with indepen-
dence (€,p) under the scheduler f, denoted by b(f), is the probabilistic word
defined by induction on the length as follows: If | f| = 0,

1 ifo=c¢
0 otherwise .

i) = {

If | f| = n+ 1 we can write f = f; g with |f’| = n and with g defined only over
words of length n. Consider a string o. If |o| # n+ 1 we put b(f)(c) = 0. If
lo| =n+1, say o = o’;e we put

ey = BN ple) i e € (o)
b(f)(Uye)—{O ifedgg(o).
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The probability of a sequence c;e, in B(f), is the probability of ¢ in the
bundle generated by f’ times the probability of the last event e, under the
condition that e belongs to the cell chosen by f. It is easy to show that b(f) is
indeed a probabilistic word. Moreover if g = f; f’, then w(f) < w(g).

Definition 7.1.7. The language B(E) of a probabilistic event structure £ is the
set of its words.

7.2 Tests

The semantics of the previous section models parallelism by interleaving. We
are now going to define a different notion of run, which makes use of configura-
tions. Consequently this notion is more sensitive to the causal nature of event
structures, and it does not use interleaving. Moreover it can be given to general
probabilistic event structures, without the independence requirement.

7.2.1 Definition

We want the run of an event structure to be a probability distribution over
configurations. Which sets of configurations are suitable? Let’s look at the
interleaving semantics first. A probabilistic word is a probability distribution
over strings of the same length. Therefore any two strings in the support are
incomparable. This is the first condition we require to our notion of run.

Definition 7.2.1. A partial test C of an event structure £ is a set of configu-
rations of £ such that for every x,2z’ in C,  and x’ are incompatible.

Clearly this is not enough. In order to represent a probabilistic run, a set C'
of configuration must have the property that ) .~ v(z) = 1. A singleton is a
partial test, but it does not, in general, have the above property. It turns out
that we need to require completeness. In the sequel we will be able to justify
this requirement. For the moment we ask the reader to accept the following
definition.

Definition 7.2.2. A set C of configurations of an event structure £ is complete
if for every y € L(€) there exists € C such that x,y are compatible.

Proposition 7.2.3. Let C be set of configurations of an event structure £. The
set C' is complete if and only if for every mazimal configuration z € L(E), there
exists x € C such that © < z.

Proof: —>) Take a maximal configuration z. By completeness there exists
x € C such that x, z are compatible. This means that x U z is a configuration.
But since z is maximal, x U z = z, that is « < z.

<=) Take any configuration y. Take a maximal configuration z such that
y < z (it exists by Zorn’s Lemma — we could also build it directly by induction
using just dependent choice). By hypothesis there exists € C such that z < z.
Since z is a common upper bound for z,y, then z,y are compatible. [

Definition 7.2.4. A test C of an event structure £ is a complete partial test.
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For a partial test C', completeness amounts to saying that no configuration
x can be added to C, so that C' U {x} is still a partial test.

Definition 7.2.5. A set C of configurations of an event structure is finitary is
all its members are finite.

Since we will use tests to represent runs, we also need a notion of extension
of a run. For this aim, the Egli-Milner ordering is the appropriate one.

Definition 7.2.6. Let C, C’ be sets of configurations of an event structure. We
say that C < C’ if for every x € C there exists 2’ € C’ with x < 2’ and for
every o’ € C' there exists x € C with z < 2.

7.2.2 Tests as probabilistic runs

When we endow the event structure with a valuation, tests represent probabilis-
tic runs of the event structure. The partial order relation on tests represents
the extension of a probabilistic run. Indeed

Theorem 7.2.7. If v is a global valuation, and if C is a finitary test, then,

Zv(m):l.

zeC

It is possible to give a simple proof of this fact for valuations with inde-
pendence, using elementary measure theory. However, in order to prove the
theorem in full generality, we need to develop some tools. We will make use
of theorem 6.4.1, relating valuations on event structures and on domains. The
first results interpret the above notions within the domain of configurations.

Definition 7.2.8. Let C be a finitary set of configurations of an event structure
E. We define 1 (C) as the set |, T2

Clearly 7 (C) is Scott open. All the following properties are straightforward.

Proposition 7.2.9. Let C be a finitary partial test of £, then the Scott open
subsets of L(E) of the form Tz, for x € C are pairwise disjoint. If C,C" are two
finitary sets of configurations of € and C < C’ then 1 (C) 21 (C"). If C be a
finitary complete set of configurations of £, then for every maximal configuration
y € L(E), we have that y €7 (C).

Less trivially,

Proposition 7.2.10. Let C,C’ be finitary tests. Then C < C' if and only if
1(C) 21 ().

Proof: of the non-trivial direction. Suppose T (C) 21 (C"). If y € C’ then
y €1 (C) which means that there exists € C such that < y. Vice versa if
2 € C then by completeness there exists y € C’ such that z,y are compatible.
We have just argued that there exists 2’ € C such that 2’ < y, which implies
that x,z’ are compatible. Since C is a test, we have that x =2’ and x <y. O

Corollary 7.2.11. Let v be a continuous valuation on L(E). If C is a fini-
tary partial test, then v(T (C)) = >, cov(Tx). If C,C" are finitary sets of
configurations and C < C’ then v(1 (C)) > v(1 (C)).
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7.3 Inductive tests

We introduce a restricted notion of test, more closely related to the interleaving
semantics and the theory of probabilistic languages. They will also have a
technical role in the proof of Theorem 7.2.7.

7.3.1 Inductive tests and probabilistic words

Definition 7.3.1. Let £ be a confusion-free event structure. If z is a con-
figuration of £, and c is a cell accessible at * we define z + ¢ do be the set
{zU{e} |e € c}. Let Y, Y’ be two sets of configurations of a confusion-free event

structure. We write

X?(CZ)

Y Y’

when X CY, for every z € X, ¢, is a cell accessible at x, and

=Y\XU |Jz+e.
reX

X, (ca
We write Y — Y if there are X, (c;) such that y—2) _yr A usual —*

denotes the reflexive and transitive closure of —.

Definition 7.3.2. An inductive test of a confusion-free event structure is a set
C of configurations such that

{0} —*C.

The idea is that we start the computation with the empty configuration,
and, at every step, we choose accessible cells to “activate” and we collect all
the resulting configurations. It is easy to see a connection between probabilistic
words and inductive tests. Remember we define the semantics in terms of words
only for probabilistic event structure with independence.

Proposition 7.3.3. Let (£,p) be a probabilistic event structure with indepen-
dence. For every word 8 € B(E), Conf(Supp(()) is an inductive test of € and
for every o € Supp(B), B(0) = vp(Conf(0)). If B < 7 then Conf(Supp(B)) <
Conf (Supp(7))-

Proof: By induction on the length of 3: the only word of length 0 corre-
sponds to the test {#}. Take a scheduler f of length n and consider the scheduler
fix of length n + 1. Let X := Supp(b(f)). For every o € X, x(o) is an action
at o, that is a cell accessible at Conf (o). Then

) X,x(o)

Conf (X Conf (Supp(7)) -

As for the probabilities, clearly 8(co) and v,(Conf (c)) always coincide, being
just the product of the probabilities of the constituting events. In order to
prove the last statement, first note that § < + implies Conf(Supp(8)) —*
Conf (Supp(vy)). As a consequence of the forthcoming Proposition 7.3.4, we
have Conf (Supp(B3)) < Conf (Supp(7)). O

The next proposition is a sanity check for our definitions
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Proposition 7.3.4. If C,C’ are inductive tests
C<(C = C—-"C.

The direction <=) is proved by induction on the derivation C' —* C’. The
direction =) is by induction on the derivation {#}} —* C and is postponed to
the Appendix.

7.3.2 Inductive tests are tests
As the choice of the name suggests we have the following result.
Proposition 7.3.5. Every inductive test is a finitary test.

Proof: By induction on the derivations. The singleton of the empty config-
uration is a test. Take an inductive test C, a set X C C and for every x € X

Xv(cw) ’ 7 .
C’. We want to show that C’ is a

a cell (¢;) accessible at x. Let C
test.

First consider two distinct configurations z’,y’ € C’. If 2/,y’ € C then they
are incompatible by induction hypothesis. If 2’ € C, and 3’ = y U e for some
y € C, then 2’ # y, so that 2/, y are incompatible. Thus 2/, 4" are incompatible.
If 2/ = 2Ue; and y = yUe, for 2,y € C there are two possibilities. If
x # y, then they are incompatible and so are 2/, y'. If z = y, then e, # e,, but
they both belong to they same cell, therefore they are in conflict, and z’,y" are
incompatible.

Now take any configuration z. By induction hypothesis there exists z € C
such that xz, z are compatible. If x € C' we are done. If z ¢ C’ then there are
two possibilities. Either z does not fill ¢,, but then for every e € ¢, z,xUe
are compatible. Or z fills ¢, with and event & which implies that z,z U é are
compatible. O

Not all test are inductive as the following example shows. Consider the event
structure £ = (E, <, #) where E = {a1, as, b1, b2, c1, c2}, the order is trivial and
a1#as, bi#bs, c1#co. Let’s call the three cells a, b, c.

A1 ~~~ a2 blmbg Cl ~~~ C3
Consider the following set C' of configurations

{{alv b2}7 {bla cQ}a {a27 Cl}v {ala bla cl}a {a27 b27 62}} .

The reader can easily verify that C' is a test. If it were an inductive test, we
should be able to identify a cell that was chosen at the first step along the
derivation. Because of the symmetry of the situation, we can check whether
it is a. If a were the first cell chosen, every configuration in C' would contain
either a; or as. But this is not the case.

It is now easy to show the following

Proposition 7.3.6. If v is a global valuation, and if C is an inductive test,

then,
Z v(z)=1.
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Proof: By induction on the derivation
X,cp :
Suppose C—"%C" and Y zecv(x) = 1. Consider ), o v(z'). We can
split this in
Z v(z) + Z Z v(zU{e}) .
zeC\X z€X e€cy

Since v is a global valuation, property (b) tells us that for every z € X,
Zeecw v(xz U {e}) = v(z). Therefore

> ov@) + Y > vwufe})

zeC\X zeX e€cy
= Z U(m)—i—ZU(m):ZU(m):l.
zeC\X zeX zeC

O

Alternatively we could obtain Proposition 7.3.6 as a corollary of Proposition
7.3.3.

7.4 Proof of theorem 7.2.7

We recall the statement of the theorem: If v is a global valuation, and if C' is a
finitary test, then,
Z v(z) =1.

zeC

We show that there exists an enumeration of the cells (¢, )nen, such that if
Cm < Cpn, then m < n. We build it as follows. Since the cells are countably many,
they come equipped already with some enumeration. We start by picking the
first cell c. We enumerate all the cells ¢’ < ¢, by layers: first the cells of depth
0, then the cells of depth 1 and so on. There are only finitely many such ¢, so
we stop at some point. Finally we enumerate c. For all the cells enumerated so
far ¢, < ¢, implies m <n

At every step, choose the next cell ¢ (in the old enumeration) that has not
been enumerated. Repeat the procedure above, enumerating the cells ¢ < ¢
that have not yet been enumerated. Finally enumerate c. The invariant ¢, <
¢, => m < n is preserved.

With this enumeration at hand, consider the following chain of inductive

X,cn . .
tests: Co = {0}, C, s Chi1 , where X is the set of configurations z € C,,
such that ¢, is accessible at z. We have the following properties:

1. for every C,, mazm(L(E)) CT (Cy);

2. 1(Cn) 27 (Cr1);

3. if z € C), and z fills ¢,, then m < n;

4. if x € (), then every cell ¢, with m < n enabled at z is filled by =;

5. for every non maximal configuration z there exists n such that z ¢1 (C,).
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Property (1) comes for the fact the C,, is a test. Property (2) comes from
Proposition 7.2.10. Property (3) is by construction. Property (4) is shown by
induction on n, using the defining property of the enumeration. Take = € C}, 1
and consider a cell ¢, with m < n + 1 enabled at z. If m < n then ¢, £ ¢
therefore ¢, is enabled at 2’ := x \ ¢, € C,. By induction hypothesis ¢, is
filled by 2, and therefore is filled by x. If m = n then x has just been obtained
by adding an event in ¢, (otherwise ¢, would not be enabled). To show (5),
take a non maximal configuration z. There exists a cell ¢ which is accessible
at z. Suppose it’s ¢;,. Consider C),4+1. Suppose there exists x € Cj, 41 such
that < z. Then ¢,, is not filled by x. By property (4), ¢ is not enabled at x.
Consider a minimal event e in [c) \ z, and say ¢, = cell(e). Since ¢, < ¢ = ¢,
then h < m. By minimality of e, every event in [cp) is in x. Therefore ¢y, is
enabled at z. By property (4) ¢, is filled by z. Since [¢) C z we have that e € z.
Thus the only event in the cell of e that can be in «x is e itself. Contradiction.
Therefore, combining (1) and (5)

ﬂ 1 (Cp) = mazm(L(E)) ,.

neN

By Theorem 2.5.18, the valuation v extends to a Borel measure . We have
that #(mazm(L(€))) = limy oo 7(1 (Cn)). But 5(1 (Cn)) = v(1 (Cn)) = 1
because C,, is an inductive test. By Theorem 2.5.17 we have v(mazm(L(E))) =
1. This implies that for every finitary test C

12 v(1(C)) =w(1 (C)) = v(mazm(L(£))) =1
which finally implies that ) - v(z) = 1. d
We can characterise global valuations using tests, by inverting theorem 7.2.7.

Theorem 7.4.1. Let £ be a confusion-free event structure. Let v be a function
Lin(E) — [0,1]. Then v is a global valuation if and only if for every finitary
test C, v[C] = 1.

Proof: First of all v()) = 1, because {0} is a finitary test. Next we want to
show that for every finite configuration 2 and every covering D, at x, v[D.] =
v(x). Take a test C' containing x. It is not difficult to build an inductive such,
by firing in sequence all the cells filled by . Counsider the test ¢! = C\ {z}UD..

Notice that C{L}’;C’. Therefore C’ is a test. So that v[C’] = 1. But v[C'] =
v[C] —v(z) + v[D.). O

7.5 Confluence

The interleaving semantics introduces some nondeterminism in the choice of the
cell to fire. Intuitively this choice in inessential, in that it only determines the
order of concurrent events. The causal semantics allows us to formalise this
intuition, in terms of a confluence property: every two runs are part of a longer
run. There is no real nondeterministic branching.
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7.5.1 Confluence of tests

Theorem 7.5.1. Let E be a probabilistic event structure. For every C,C’ tests
of E there exists a test C"" with C,C" < C".

Proof: Take two tests C,C’ and consider the set
C":={zUy|zeCyeC', xycompatible}.

We claim that C” is a test. First consider two different elements of C: z Uy
and ' Uy’. We can assume that x # x’. Then, since C is a test, we have that
x,x" are incompatible. This means that there is a cell ¢ and two different events
e,e € csuch that e € x and ¢’ € /. This implies that x Uy and 2’ Uy’ are also
incompatible. As for maximality, consider any configuration z. Since C'is a test
there exists € C such that z,z are compatible. Then z Uz is a configuration.
Since C’ is a test, there exists y € C’ such that zUz and y are compatible. This
implies that y and = are compatible. Therefore x Uy € C”. Now, since both z
and y are compatible with z, we have that x Uy is compatible with z.

To show that C' < C”, take z € C. Since C’ is a test there exists y € C’
such that z,y are compatible, so that x Uy € C” and clearly x C z Uy. The
other direction of the definition is obvious. O

The theorem above is carries over to inductive tests as

Proposition 7.5.2. If C,C’ are inductive tests of E, then C" := {z Uy | z €
Ciyel, z,y compatible} s an inductive test.

By induction on the derivation of C,C’. When they both are the singletons

Z,(cz
of the empty configuration, the statement is true. Suppose C’OL>C .

Let Cf :={zUy | 2z € Co,y € C', z,y compatible}. Cy induction hypothesis,
it is an inductive test. For every z € Z consider the configurations of the form
zUy € Cf. Let Y, be the set of configurations y € C’ compatible with z and
not filling the cell c,. Then y € Y, if and only if ¢, is accessible at z U y.

Let W = UzeZ,erz {z Uy}, by the previous observation we have that, for
some D,

W,(cz) D

14
Co

Claim: D =(C".

Take w € D. If w € C{, then w = z Uy for some z € Cp,y € C’, and such
that, if z € Z, then y € Y,. If 2 ¢ Z, then z € C and so 2 € C". If z € Z and
y €Y., then y fills ¢,, so that for exactly one event e € ¢, zU {e} is compatible
with y. In that case zU {e} Uy = z Uy = w, so that again z € C".

If w ¢ Clf, then there exist z € Z,y € Y., e € ¢, such that w = zUy U {e}.
Cut then z U {e} € C so that again w € C".

Conversely, suppose w € C”, then w = z Uy for some x € C,y € C’'. If
x € Cp, this means that € Z, so that x Uy € D. (Notice that if z # 2/, then
forall y € C', zUy # 2’ Uy’.) If x € Cp, this means that there is z € Z,
€ € ¢z, such that x = zU{e}. If y € Y, then x Uy = zU{e} Uy and x Uy € D.
If y € Y,, then y fills c,, and since x,y are compatible, it must be that e € y.
Therefore t Uy = z Uy, and again z Uy € D. [l
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7.5.2 Confluence of words

To interpret the confluence property in the context of probabilistic words we
need an extension of the notion of Mazurkiewicz equivalence. We are now going
to extend the notion of Mazurkiewicz equivalence to probabilistic words. Let
I be an irreflexive and symmetric relation on S. The pair (S,1x) is called a
concurrent alphabet.

Definition 7.5.3. [Maz86] Let (S, ) be a concurrent alphabet. We define the
Mazurkiewicz equivalence = to be the least congruence on the monoid of strings
S* such that

ax1b= ab=ba.

If (E,<,#) is a confusion free event structure, we define an irreflexive and
symmetric relation on E, by

ele = e e & e £e & —e#e .

One of the fundamental results we need is the following, which is an adap-
tation of a theorem in [Maz86].

Proposition 7.5.4. Let 0,0’ be two strings of £, then o = o' if and only if
Conf (o) = Conf (o).

We propose two possible ways of extending Mazurkiewicz equivalence to
probabilistic words. The first definition is a standard extension of a relation to a
probabilistic framework. However, we also need a stronger notion of equivalence
to carry out the proof of our main result.

Definition 7.5.5. Let 8 = (8(0))w and v = (y(7))z be two words of the same
length over a concurrent alphabet (S,<1). We say that they are Mazurkiewicz
equivalent and write 8 =, v, if for every =-equivalence class C, [C] = v[C].
We say that they are strongly Mazurkiewicz equivalent and write 8 =, -, if
there exists a bijection ¢ : W — Z such that for every o € W,

o 0= ¢(0);
e B(o) =7(é(0)).

We call such ¢ a witness of the equivalence. Clearly =;C=,,, but not vice
versa.

Theorem 7.5.6. For all schedulers f,g there exist two schedulers f', g such
that b(f) = b(f"), b(g) 2 b(g') and b(f") =, b(g").

We observe that proposition 7.3.3 can be inverted. In the sequel, when f is
a scheduler, we will write Conf (f) to denote Conf (Supp(b(f))).

Lemma 7.5.7. Let b(f) € B(E), let C be an inductive test such that Conf(f) <
C'. Then there exists a partial scheduler f' such that Conf(f; f') = C.

Corollary 7.5.8. For every inductive test C there exist a probabilistic word
b(f) € B(E) such that Conf(f) =C.

Proof: By induction on the derivation of C.
Finally:
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Proposition 7.5.9. If f, g are schedulers of the same length such that Conf(f) =
Conf(g) then b(f) =5 b(g).

Now we can prove Theorem 7.5.6.

Take f,g consider Conf(f), Conf(g). By theorem 7.5.1 and Proposition
7.5.2 there exists an inductive test C' such that Conf(f), Conf(g) < C, by
lemma 7.5.7 there exist f/, ¢’ such that Conf(f : f') = Conf(g;¢") = C. By the
proposition 7.5.9 f; f' =5 g;¢’.

7.6 More on non-leaking valuations

We are now going to study in more detail the continuous valuations arising from
global valuations.

Definition 7.6.1. A normalised continuous valuation v on a DCPO D is non-
leaking if for every open set O such that O contains all maximal elements of D,
we have that v(0) =1

Theorem 7.6.2. There is a bijection between global non-leaking valuations on
an event structure £ and non-leaking continuous valuations on L(E).

Proof: We have seen that a continuous valuation generated by a global
valuation is non-leaking, because it is supported on the set of maximal config-
urations. Vice versa, suppose we have a non-leaking continuous valuation v on
L(€). Define a pre-valuation on £ by v(z) = v(1z). If C is a finitary test, we
have that v[C] = v(T (C)) = 1. By theorem 7.4.1, v is a global valuation on £.
|

For the domain of configurations of an event structure, we are able to char-
acterise non-leaking valuations as maximal valuations. We divide this into two
steps.

Proposition 7.6.3. Let £ be a confusion free event structure. A mon-leaking
valuation on L(€) is mazimal in V(L(E)).

Proof: Take a non-leaking valuation v on V*(£(£)). It corresponds to a
global valuation v on £. Suppose v is not maximal and consider a normalised
valuation £ such that v < £. Then this must be witnessed on a principal open set
(if they coincided on principal open sets they would coincide everywhere). Note
that v < £ implies that ¢ is also non-leaking, and thus generated by a global
valuation w. Let « be a minimal finite configuration for which v(1z) < £(7 z),
that is v(z) < w(x). Consider a maximal element e of . Let 2’ := z \ e. By
minimality v(z’) = w(2’). If ¢ is the cell of e we have ), . v(z'Ue') = v(z') =
w(x') =Y . c.w(@' Ue'). Since v(z' Ue) < w(z’ Ue) there must be also ¢” such
that S v(z' Ue”) > w(z’ Ue”). Call " := 2’ Ue”. From v(z”) > w(z") we get
v(T2") > &(1 ") which contradicts v < €. O

Theorem 7.6.4. Let £ be a confusion free event structure. A maximal contin-
uous valuation in V*(L(E)) is non-leaking.

Proof: We will show that a leaking continuous valuation is not maximal.
For any leaking continuous valuation v we will build another continuous valu-
ation ' with v < /. Consider the pre-valuation v : Lf;,(€) — [0,1] defined
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as v(z) = v(Tx). Consider its unique extension vy : Lyin(Es) — [0,1] as in
theorem 6.5.3. Since v is not a global valuation, there exists a cell ¢ and a
configuration z such that vs(2%) > 0. By contravariance we have in particular
that va([¢)?7) > 0. Choose an event & € & For every event a € 1€ we consider
a distinct “copy” a’. For a = € we put & = ;.

We build a new event structure & as follows (we drop in the sequel the
subscript ). We essentially copy the structure of 1é above & = 0.

o F'=FEU{d |a€Te};
e <’ is < extended with the following clauses

— if a,b € Tée then @’ <’V if and only if a < b;
—ifadgTebe e, then a <' b if and only if a < b;

o #'is # extended with the following clause: if a,b € 1 € then a'#b" if and
only if a#,b.

We first observe that £ is confusion free: clearly # U 1/ is an equivalence.
Suppose a'#,b" and take d € Té. Note that by definition a#,b. Then d' <’ o’
if and only if d < a if and only if d < b if and only if d' <" b'. Take now d & T e.
Then d <’ @’ if and only if d < a if and only if d < b if and only if d <’ ¥V'.

For every cell ¢ such that ¢ > €, we have a cell ¢ = {a’ | a € ¢}.

In general, for every subset z C E we define 2’ to be z\TeU{d’ | a € TeNnx}.
We have that x is a configuration if and only if 2’ is a configuration. Consider
a €x'. Pickbe Je. If ¥ <' a' then b < a so b & x and therefore b’ € x. Pick
b¢ e If b <'a then b < athen b € x and therefore b € z’. Therefore z’ is
downward closed if z is. Similarly one shows that x is downward closed if 2’ is.

If a,b € 7€, we have that a’#'b" if and only if a#b, because they inherit the
conflict from events above e. Now take a € T€,b € 1 ¢, and suppose a#'b’. Then
there exist ag <’ a and by <’ b’ such that ao#Lbo- Since a € 1 e then ag € Te.
There are two cases. The first case is by = &. Note that ag # € so that ao#,é
and then a#b. The second case is by ¢ T e so that ap#,.bo. We also have that
bo < b so that a#tb. Similarly if a#b then a#'b’. Therefore x is conflict free if
and only if 2’ is conflict free.

Now we pick a “local valuation” defined on the new events, that is a function
p:{a’ | a > e} —]0,1] such that for every new cell ¢, 3 .. p(a’) = 1. This
allows us to define a global valuation v" on £’. If 2’ is a finite configuration of
&,

V@) =v@ \teufe)) - [ pla).
a’ex’'NT e’
We have to argue that this defines a global valuation on £’. Consider a finite
configuration 2’ and a c-covering C at 2’. If ¢/ ¢ 2’ and ¢ # ¢ then = 2’ and

If ¢ = ¢, then again x = 2/

V) =) =Y ) =D V).
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If e/ ¢ 2’ and ¢ # e’ then

V@) =vE\1eufey) . [ wl)

a’€x’'NTe
=S \1euieiu{ed)- [ pl@)
eec a’€x’'NT e’
=S u{e\teu{ey) - [ pa) =S v@ Ufe)).
ecc a’€x’'NTe’ ecc

If e/ ¢ 2’ and ¢ > €/, then

V@)= \1eufey) - [ wl)

a’€x’'NTe
=v@\1eufEy [I »@)-Y we)
a’ex’'Nle e'€c
= Z v(z' \ 1 u{e})- H p(a’) - p(e)
e'ce a’€x’'Nte

=Y w(@ueH\reuiey I p)

a’€(x’'Ue’)NT e’
= Zv’(x’Ue’).
e’e€c
Now we go back to 5. We want to transfer the weight of 9z onto €. We define
a new valuation v as follows.

o If 9; € x then v’ (z) = 0.
o If e & x then v"(x) = v(x).
e If & € z then v (x) = v(x) + /()

By a case analysis similar to the one above one checks that v” is a global
valuation on . Note that v”([¢)%) = 0 < v([¢)%), thus v" # v. The global
valuation v” generates a continuous valuation v” on L£(£). We finally argue
that v < ", Clearly v # v”. To show v < v" i t is enough to check it on the
elements of Bs. Consider n configurations of z1,...2, € L5, (€). We want to
show that

Z 1H1=1y (\/ xl> < Z 1HI=1y" (\/ aci> )
P£ICI, iel P£ICI, il
Consider the second member. Let J be the set of i € I,, such that € € z;. Then

D St <\/ x)

0AICI, el

oy e, (\/xi>+ Ty (\/x>

0AICT iel O£INJCI, icl
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= 1|I|_lv<\/xi>+ > 1|I|_lv<\/xi>+ > 11—1v’<\/x;>

0AICT iel 0AI\JCI, iel 0£AI\JCI, iel
= Z 111=1y (\/ :m) + Z 1=y (\/ :L';) :
0AICI, il 0£I\JCI, ier

It is enough to show that

>ty (\/ x;> >0.

O£I\JCI, iel

Call v/ the continuous valuation corresponding to v’. Then v/'({J;c; T2i) >
V' (User, To:). That is:

STy (\/:ﬂ) > 3 ey (\/fﬂ'>

0£ICT iel 0£ICI, iel

The difference between the two is exactly

>ty (\/ x;>

0#AI\JCI, icl
which is positive. O

Abbas Edalat [Eda95b] studied non-leaking continuous valuations in is do-
main theoretic presentation of integration. His Proposition 5.18 is similar to
our Proposition 7.6.3. He also conjectures an analogous of Theorem 7.6.4 but
he is not able to prove it.

7.7 Discussion and Future Work

We have presented a way to add probabilities to confusion free event structures,
by means of global valuations. We have shown the relation between global val-
uations and continuous valuations on the domain of configurations. We have
completely characterised the normalised continuous valuations on such domain
as global valuations on event structures with “invisible” events. We have char-
acterised the maximal normalised valuation, partially answering a question by
Edalat. We have defined various notions of a run for probabilistic event struc-
tures and proved a confluence theorem.

The main drawback of the work presented here is that it applies to a re-
stricted class of event structures. Which kind of distributed systems can be mod-
elled with them? If we were to model languages with communication regimes
like CCS, confusion free event structures would not be sufficient.

A first informal inspection seems to suggest that a language featuring the
restricted (linear) communication regime of Kahn-MacQueen networks could
be modelled by confusion-free event structures. We have recently designed such
language, using a linear typing system for CCS analogous to the type system for
m-calculus presented in [KPT99]. Interestingly [KPT99] contains a confluence
result very similar to our Theorem 7.5.6.
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As observed in the introduction of this thesis, general communication regimes
require the use of nondeterminism, especially when different processes may com-
pete to communicate on the same “channel”. In the interleaving approach to
probabilistic concurrent systems, this form of nondeterminism is not distinguish-
able from the nondeterminism arising from the interleaving. What the model we
have presented does, however, is to factor out this second form of nondetermin-
ism. The confluence result is saying exactly that when the only nondeterminism
arises from interleaving, then this nondeterminism is illusory. As intuitive as
this statement may be, ours is the first formal probabilistic models in which one
can prove it.

The confluence result may also be interesting from the point of view of
model checking. All the model checking tools for probabilistic concurrency (see
for example [KNP02]) use the interleaving models. Modelling concurrency by
interleaving has the effect of blowing up the size of the state space on which
the checking is performed. The confluence theorem tells us that, in systems
modelled by confusion free event structures, there is essentially only one possible
probabilistic run. This may allow us to reduce the size of the state space. With
this applications in mind, a study of our model in the presence of fairness
assumptions may also provide useful insights.

A future line of work would also consist in generalising our definition, fol-
lowing the line of Katoen’s work, and trying to generalise the result connecting
event structures and domains. The presence of nondeterminism suggests that
the introduction of powerdomains may be necessary. Such work would thus be
a perfect conclusion for this thesis, but life is short and we are old and lazy.
May another lonely wanderer pick up the map we have drawn, and continue the
exploration.

7 Appendix Proof of Proposition 7.3.4
We recall the statement of the proposition. If C,C’ are inductive tests, then
C<(C = C—=*C

Proof: <) by induction on the derivation C —* C".

X,(ca .
=) by induction on the derivation {#} —* C. Suppose {0} —* C#C,

And suppose C' < C’. First of all we then have that C < C’. By induction
hypothesis C —* C’, say

C=cColuo e, e, = o

Where I; = X;, (¢} ). We are going to build a derivation

€T
- A S i~
C=ColsC 0y 220 =
Notice that X C C. We can define the sequence

k—1
XOOZO,(CS:O) XlﬁZh(Cil) Xp—1NZi—1,(cz )

X = Z, A Zoooo L 7
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For every i we have Z; C C;. Notice that for all i, X < Z; which implies that
for every z; € Z; there exists a (unique) x € X with < a;, which we call
past(z;).

The Z;’s represent the evolution of X.

Now, we partition every Z; in three sets

e the set Y; of the configurations z; which do not fill ¢, (,) and such that
if x; € X, then c; 7 Cpast(z;)-

e the set V; of_the configurations z; which do not fill ¢,4s¢(z,) and such that
€ X; & C; = Cpast(z;)-

o the set W; of the configurations z; which fill ¢,4s¢(a;)-

We also define U; :=Y; U V.

We argue that Wj, = Z;. Recall that C < (. Take a configuration xj of
71, and consider the unique z € C such that z < xj. Then z and past(xy) are
compatible. For all e € cpus¢(z),), We have that past(xg) Ue € C. Reasoning
like in the proof of Proposition 6.2.5, we argue that z must be compatible with
past(zy)Ue for one of the e € cpggt(s,). Since C is a test, then past(z;)Ue = z,
which implies that zy fills cpast(ay)-

So every configuration z, € Zj fills past(xy). This filling must happen
sometime along the derivation C' —* C".

e Y; is the set of configurations such that the filling has not happened yet
and it is not going to happen at step i;

e 1/ is the set of configurations such that the filling has not happened yet
and it is going to happen at step i;

e 1V; is the set of configurations such that the filling has already happened.

To build the derivation C' —* C’ we follow C —* C” step by step, keeping in
mind that all the filling has already happened before we even start.

Therefore: the configurations in W; are OK, and they are activated as ex-
pected; the configurations in V; do not need to be activated; the configurations
in Y; are not in C;, so they have to be modified (by filling the suitable cell), and
after that they can be activated.

For every ; in U, Cpgst(z,) is accessible at x;. Let Y’ be such that

XiNYi,(Cpast(z;))
XNy, — =Y/,

2

Define X; as (X;\ U;) UY/, and define l; as X; (c}c(ii)), where k(Z;) = Z; if
T & Y;-/ while k(jz) = \Cpast(:ii) if z; € }/il.
Now, for i > 0, define C; by

Um(cpast(y:,,)) ~

Ci

Then for every 0 <i < k

~ l~1 ~
Ci*>01+1
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Once we have showed this, we are done. Indeed, since U, = (), we have that

Cr, = Cy, = C'. We have to prove that the following diagram “commutes”:

X (ck,)
Ci N Ci—',—l

Uis(Cpast(ay)) Uit1,(Cpast(z; 1))
i +

2 Xi,(ci(ii)) ~
C;—————>Ciy1.

Let C* be such that

- Xi,(crz,;)) y
C,—=(C*.

We show that C* = C; 1 by arguing that they are both equal to

C;\ X;\Y; U U x—l—c;—l—cpast(x)u U x—l—ciu U T+ Cpast(x)

zeY;NX; zeX;\Y; z€Y;\ X;

where z + ¢ + ¢z denotes {zxU{e1,ea} | e1 € c1,e2 € ca}. Let’s start from C'H_l.

We first observe that V; C X;. Also if z;1 € U;41, then
e either z;11 € V; \ X;;
o or i1 € x; + ¢, for some z; € Y; N X;.

This is because if x;41 € U; 41 then x; 41 does not fill Cpast(
by observing that U;+1 C Z;41 and

mi+l) °

XiNZi(cy,)
Zy—————>Ziyq .

Note also that if 241 € @; + ¢}, then past(ziy1) = past(x;). Therefore

Cit1= Cipa\Uiy1 U U Tit+1 Tt Cpast(zir1)
Tit1€U;41
= Cz\X1 U U CL’i+Cii\Ui+1
z;€X;
U U Ti+1 + Cpast(xiy1)
Tit1€U 41
z;€X;\Y;

i
U U Ti + €z, + Cpast(s,)
z; €EX;NY;

U U i + Cpast(w;) -
;€Y\ X;

The rest comes
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Now for C*. Recall that X; is defined as X; \ U; UY], where

Ximnv(cpast(wi))
X, NY; ety

3

We have that if 2; € X}- then
e cither z; € X \ Ui;
® O Ty € T + Cpgst(;) fOr some x; € Y; N X5

In the first case we have k(Z;) = &;, in the second case we have k(Z;) = z;
Recall also that if x; € V; then ¢, = cyast(z;). Therefore

z€X;
= C’L' \ Uz ) U T; + Cpast(x;) \Xz
z;€U;
U U @i+,
7, €X;
= CG\U\X; U U Ti + Cpast(ar) T+ Ch,
z; €X;NY;

U U fi—i—céiu Uxi—i—cii
11€X1\U1 z;,€V;

U U Cpast(x;)

2, €Yi\X;
= G\X:\\Yi U |J @+, + astan

z, €X;NY;

U U x; + cii
z;€X;:\Y;

U U Ti + Cpast(x;) -
;€Y\ X;

Addendum

Few weeks before the date of the defense of this thesis, we discovered a paper
by Hagen Volzer [Vﬁl], which considerably overlaps with our work on event
structures. In particular Theorem 6.4.1 could be proved more easily as conse-
quence of his Theorem 1. It is not here the place to unravel the details of this
observation. This is the subject of future work.
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