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BRICS, Department of Computer Science
University of Aarhus. All rights reserved.

Reproduction of all or part of this work
is permitted for educational or research use
on condition that this copyright notice is
included in any copy.

See back inner page for a list of recent BRICS Report Series publications.
Copies may be obtained by contacting:

BRICS
Department of Computer Science
University of Aarhus
Ny Munkegade, building 540
DK–8000 Aarhus C
Denmark
Telephone: +45 8942 3360
Telefax: +45 8942 3255
Internet: BRICS@brics.dk

BRICS publications are in general accessible through the World Wide
Web and anonymous FTP through these URLs:

http://www.brics.dk
ftp://ftp.brics.dk
This document in subdirectory RS/02/44/



Higher Dimensional Automata∗

Z. Ésik and Z. L. Németh

Dept. of Computer Science
University of Szeged

P.O.B. 652
6701 Szeged, Hungary

November 19, 2002

Abstract

We provide the basics of a 2-dimensional theory of automata
on series-parallel biposets. We define recognizable, regular and ra-
tional sets of series-parallel biposets and study their relationship.
Moreover, we relate these classes to languages of series-parallel
biposets definable in monadic second-order logic.

1 Introduction

Finite automata process words, i.e., elements of a finitely generated free
semigroup. In this paper, we define automata whose input structure
is a finitely generated free bisemigroup equipped with two associative
operations. The elements of the free bisemigroup may be represented
by labelled series-parallel biposets. We introduce recognizable, regular
and rational sets of series-parallel biposets and study their relationship.
Moreover, by relying on the main result of Hoogeboom and ten Pas [17],
we relate these classes to languages of series-parallel biposets definable
in monadic second-order logic. All of our results can be generalized to
higher dimensions, i.e., to any finite number of associative operations.

∗Research supported by grant no. T30511 from the National Foundation of Hun-
gary for Scientific Research. An extended abstract of this paper under the title Au-
tomata on Series-Parallel Biposets appeared in the proceedings of DLT 2001, Wien,
(W. Kuich, G. Rozenberg, A. Salomaa, eds.) LNCS 2295, Springer, 2002, 217-227.
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Our study owes much to the work of Hoogeboom and ten Pas [16, 17]
on text languages, and to the recent work of Lodaya and Weil [20, 21]
and Kuske [18, 19] on languages of series-parallel posets that may be
seen as a two-dimensional extension of the classical theory to a situation
where one of the two associative operations is commutative. We believe
that the case that none of the two operations is commutative is more
fundamental. An independent study of automata and languages over
free bisemigroups was also initiated by Hashiguchi et. al. [15]. However,
the approach taken in op. cit. is very syntactic. See the last section for
a comparison.

2 Biposets

Let n denote a positive integer and let Σ denote a finite alphabet. A Σ-
labelled n-poset, or n-poset, for short, is a finite nonempty set P of vertices
equipped with n (irreflexive) partial orders <i, i ∈ [n] = {1, . . . , n}, and
a labelling function λ : P → Σ. A Σ-labelled biposet, or biposet, is
an n-poset for n = 2. The two partial orders of a biposet are called
the horizontal and the vertical order. Accordingly, we write <h and <v.
A morphism between n-posets P and Q is a function on the vertices
that preserves the partial orders and the labelling. An isomorphism is
a bijective morphism whose inverse is also a morphism. Below we will
identify isomorphic n-posets. We say that P is an induced sub-n-poset
of Q if P ⊆ Q and the partial orders <P

i of P are the restrictions of the
corresponding orders <Q

i of Q, moreover, λP is the restriction of λQ.

Suppose that P = (P,<P
1 , . . . , <

P
n , λP ) and Q = (Q,<Q

1 , . . . , <
Q
n , λQ) are

Σ-labelled n-posets. Without loss of generality, assume that P and Q
are disjoint. For each i ∈ [n], we define the ◦i-product P ◦i Q to be the
n-poset with underlying set P ∪Q, partial orders

<P◦iQ
j =

{
<P

j ∪ <Q
j if j 6= i

<P
i ∪ <Q

i ∪ (P ×Q) if j = i

and labelling λP◦iQ = λP ∪ λQ. When n = 2, the product operations ◦1
and ◦2 are called the series product or horizontal product and the parallel
product or vertical product, respectively. It is clear that the product
operations ◦i are associative.
Each letter a ∈ Σ may be identified with the singleton n-poset labelled
a. Let SPn(Σ) denote the collection of n-posets that can be generated
from the singletons by the n product operations.
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Theorem 2.1 [10] An n-poset P = (P,<1, . . . , <n, λP ) is in SPn(Σ) iff
the following conditions hold.

1. For every u, v ∈ P with u 6= v there is exactly one i ∈ [n] such that
u <i v or v <i u holds.

2. Each poset (P,<i), i ∈ [n] is N -free, i.e., it does not have an
induced subposet isomorphic to the poset ([4], <) with 1 < 3, 2 < 3,
2 < 4.

3. P satisfies the following triangle condition: If u, v, w are differ-
ent vertices of P , then u, v, w are related by at most 2 of the par-
tial orders <i (i.e., there is no triangle whose sides have different
“colours”).

Note that when n = 1, 2, the last condition holds automatically, and
when n = 1 the first condition implies the second. Thus, when n = 1,
an n-poset is in SPn(Σ) iff it is a labelled linear order, i.e., a word. An
immediate consequence of Theorem 2.1 is the following fact.

Corollary 2.2 If P is an induced sub-n-poset of Q and Q ∈ SPn(Σ),
then P ∈ SPn(Σ).

Proposition 2.3 [10] SPn(Σ) is freely generated by Σ in the variety of
algebras equipped with n associative operations.

Call an n-poset P in SPn(Σ) ◦i-irreducible, where i ∈ [n], if P has no
decomposition into the ◦i-product of two or more n-posets (in SPn(Σ)).
If this condition does not hold, call P ◦i-reducible. Proposition 2.3 relies
on the fact that each n-poset P in SPn(Σ) is either a singleton or there
is a unique i such that P is ◦i-reducible. Moreover, in that case, P has,
up to associativity, a unique maximal decomposition into a ◦i-product of
◦i-irreducible n-posets. We call the biposets in SP2(Σ) series-parallel.
The ◦1-reducible series-parallel biposets are also called horizontal, and
the ◦2-reducible biposets vertical series-parallel biposets. For later use
we note the following fact.

Proposition 2.4 If P = (P,<1, . . . , <n, λ) is in SPn(Σ), the relation
<=<1 ∪ . . .∪ <n is a linear order.

Proof. Either by induction on the structure of P , or by Theorem 2.1.
�
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Remark 2.5 Theorem 2.1 is a particular instance of a more general result proved in
[10] which concerns Σ-labelled sets equipped with n partial orders <i and m symmetric
irreflexive relations ∼j. The relations <i define n associative operations and the
relations ∼j define m associative and commutative operations. The general result is
a common extension of the geometric characterization of series-parallel partial orders
by Grabowski [14] and Valdes et al. [27], and the characterization of cographs by
Corneil et al. [2]. For the case that n = 1 and m = 2, see also Boudol and Castellani
[1].
Labelled n-posets satisfying the first condition of Theorem 2.1 correspond to those (la-
belled) reversible antisymmetric 2-structures of Ehrenfeucht and Rozenberg [6] which
are transitive. The third condition is the angularity property [7] for these 2-structures.
The n-posets satisfying both the first and the third condition correspond to the T-
structures of [8], while the n-posets satisfying all three conditions correspond to the
uniformly nonprimitive T-structures. Uniformly nonprimitive 2-structures are studied
in detail in Engelfriet et al. [4]. The papers cited above form only a small fragment
of the by now extensive literature on 2-structures.

In the subsequent sections we will only consider biposets, and, in partic-
ular, series-parallel biposets, or sp-biposets, for short. All of our results
can be generalized, in a straightforward way, to n-posets in SPn(Σ). We
will denote SP2(Σ) by SPB(Σ) and write • for the horizontal and ◦ for
the vertical product.

Remark 2.6 Labelled biposets with the property that any two elements are related
by exactly one of the two partial orders correspond to the texts of Ehrenfeucht and
Rozenberg [8]. The sp-biposets are the uniformly nonprimitive, or alternating texts.
Suppose that P = (P, <h, <v, λP ) is a labelled biposet which is a text. Then, by
Proposition 2.4, the relations @1=<h ∪ <v and @2=<h ∪ <−1

v are strict linear
orders on P , where <−1

v is the reverse of the relation <v. Moreover, the relations
<h and <v can be recovered from these linear orders. In fact, this correspondence
defines a bijection between texts and finite nonempty labelled sets equipped with two
not necessarily different strict linear orders, see [8]. The operations of horizontal and
parallel product on texts correspond to natural operations on (isomorphism classes
of) labelled biposets equipped with two strict linear orders. It follows that SPB(Σ)
can be represented as an algebra of isomorphism classes of such biposets satisfying a
condition (“primitive quartet-freeness”) corresponding to N-freeness. See [7] and [5]
for details.

3 Recognizable and regular languages

The concept of recognizable sp-biposet languages, i.e., recognizable sub-
sets of SPB(Σ), where Σ is a finite alphabet, can be derived from stan-
dard general notions, cf. [11]. Recall that a bisemigroup is an algebra
B = (B, •, ◦) equipped with two associative binary operations • and ◦.
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Homomorphisms and congruences of bisemigroups are defined as usual.
A congruence, or equivalence relation of a bisemigroup is of finite index
if the partition induced by the relation has a finite number of blocks.

Definition 3.1 A language L ⊆ SPB(Σ) is recognizable if there is a
finite bisemigroup B and a homomorphism h : SPB(Σ) → B such that
L = h−1(h(L)).

It is clear that L ⊆ SPB(Σ) is recognizable iff there is a finite index con-
gruence ϑ of SPB(Σ) which saturates L, i.e., L is the union of some blocks
of the partition induced by ϑ. It follows by standard arguments that the
class Rec of recognizable sp-biposet languages is (effectively) closed un-
der the boolean operations and inverse homomorphisms, so that if h is
a homomorphism SPB(Σ) → SPB(Σ′) and L ⊆ SPB(Σ′) is recognizable,
then so is h−1(L). Other closure properties will be given later.
Regular sets of sp-biposets will be defined using parenthesising automata
that process sp-biposets in a sequential manner. The definition below in-
volves a finite set Ω of parentheses. We assume that Ω is partitioned into
opening and closing parentheses that are in a bijective correspondence.
We usually denote the corresponding pairs by (1, )1 and (2, )2, etc.

Definition 3.2 A (nondeterministic) parenthesizing automaton is a 9-
tuple S = (S,H, V,Σ,Ω, δ, γ, I, F ), where S is the nonempty, finite set of
states, H and V are the sets of horizontal and vertical states, which give
a disjoint decomposition of S, Σ is the input alphabet, Ω is a finite set
of parentheses, moreover,

- δ ⊆ (H ×Σ×H)∪ (V ×Σ× V ) is the labelled transition relation,

- γ ⊆ (H × Ω × V ) ∪ (V × Ω × H) is the parenthesizing transition
relation,

- I, F ⊆ S are the sets of initial and final states, respectively.

Definition 3.3 Suppose that P ∈ SPB(Σ) and p, q ∈ S. We say that
S = (S,H, V,Σ,Ω, δ, γ, I, F ) has a run on P from p to q, denoted [p, P, q]S
if one of the following conditions holds.

(Base) P = a ∈ Σ and (p, a, q) ∈ δ.

(HH) p, q ∈ H and P has maximal horizontal decomposition P = P1 •
. . . • Pn, where n ≥ 2, and ∃r1, . . . , rn−1 ∈ S, r0 = p, rn = q such
that [ri−1, Pi, ri]S, for all i ∈ [n].
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(VV) p, q ∈ V and P has maximal vertical decomposition P = P1 ◦
. . . ◦ Pn, where n ≥ 2, and ∃r1, . . . , rn−1 ∈ S, r0 = p, rn = q
such that [ri−1, Pi, ri]S for all i ∈ [n].

(HV) p, q ∈ H and P has maximal vertical decomposition P = P1 ◦
. . . ◦ Pn, where n ≥ 2, and ∃(k, )k ∈ Ω, p′, q′ ∈ V and (p, (k, p

′),
(q′, )k, q) ∈ γ such that [p′, P, q′]S holds.

(VH) p, q ∈ V and P has maximal horizontal decomposition P = P1 •
. . . • Pn, where n ≥ 2, and ∃(k, )k ∈ Ω, p′, q′ ∈ H and (p, (k, p

′),
(q′, )k, q) ∈ γ such that [p′, P, q′]S holds.

Remark 3.4 Note that [p, P, q]S implies p, q ∈ H or p, q ∈ V . So in (HH) we have
r1, r2, . . . , rn−1 ∈ H , and similarly, in (VV) we have r1, r2, . . . , rn−1 ∈ V .

The sp-biposet language L(S) accepted by the automaton S is defined as
the set of all labels of a run from an initial state to a final state. Formally,

L(S) = {P ∈ SPB(Σ) | ∃i ∈ I, f ∈ F : [i, P, f ]S}.

We say that two automata are equivalent if they accept the same sp-
biposet language.

b

a

c

e

1(

( )

)1

2

H H

H H

V VV

H

2

d

H H1 2

1 2 3

3 4 5

6 7

Figure 1: A parenthesizing automaton accepting {a • (b ◦ (c • d)) • e}.

Example 3.5 The automaton given on Figure 1 accepts the single sp-biposet a • (b ◦
(c • d)) • e. The horizontal states are those labelled Hi and the vertical states those
labelled Vj , for some i and j. There is a single initial state, H1, and a single final
state, H7.
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Figure 2: An automaton accepting {c, a • (b ◦ c), a • (b ◦ (a • (b ◦
c))), . . .}.

Example 3.6 The automaton shown in Figure 2 accepts the infinite language

{c, a • (b ◦ c), a • (b ◦ (a • (b ◦ c))), . . .}.
This language is the least solution of the fixed point equation X = {a} • ({b} ◦
X) ∪ {c}. (See Section 4 for the definition of the • and ◦ operations on languages.)

Definition 3.7 An sp-biposet language L ⊆ SPB(Σ) is said to be reg-
ular if it is accepted by a parenthesizing automaton. We denote the class
of all regular sp-biposet languages by Reg.

Theorem 3.8 Rec = Reg, i.e., an sp-biposet language L ⊆ SPB(Σ) is
recognizable iff L is regular.

Proof. In our proof, we show how to construct a finite bisemigroup
from a parenthesizing automaton, and conversely, how to construct a
parenthesizing automaton from a finite bisemigroup.
Let L ⊆ SPB(Σ) be an sp-biposet language, and let S be a parenthesizing
automaton accepting L. Define the relation ∼= on SPB(Σ) as follows:

P ∼= Q ⇔ (∀ p, q ∈ S : [p, P, q]S ⇔ [p,Q, q]S).

It is clear that ∼= is an equivalence relation on SPB(Σ) and that it has
index at most 2m2+n2

, wherem and n denote the number of horizontal and
vertical states of S, respectively. We verify that ∼= is a congruence relation
that saturates L. Suppose that P ∼= Q, and let R be an arbitrary element
of SPB(Σ). We need to show that P • R ∼= Q • R, R • P ∼= R • Q,
P ◦ R ∼= Q ◦ R and R ◦ P ∼= R ◦ Q. The argument is based on the
following lemma which is a straightforward consequence of Definition 3.3.

Lemma 3.9 The following hold for any sp-biposets P and R in SPB(Σ).
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(i) If p, q ∈ H, then [p, P • R, q]S ⇔ ∃r ∈ H : [p, P, r]S and [r, R, q]S.

(ii) If p, q ∈ V , then [p, P • R, q]S ⇔ ∃(k, )k ∈ Ω, p′, r′, q′ ∈ H :
(p, (k, p

′) ∈ γ, [p′, P, r′]S, [r′, R, q′]S, and (q′, )k, q) ∈ γ.

Similar statements hold for the vertical product.

We now show that P • R ∼= Q • R. First, let p, q ∈ H , then by
Lemma 3.9,

[p, P • R, q]S ⇔ ∃r : [p, P, r]S and [r, R, q]S

⇔ ∃r : [p,Q, r]S and [r, R, q]S

⇔ [p,Q • R, q]S .

In the other case p, q ∈ V , and

[p, P • R, q]S ⇔ ∃(k, )k ∈ Ω, p′, r′, q′ ∈ H : (p, (k, p
′) ∈ γ,

[p′, P, r′]S, [r′, R, q′]S, (q′, )k, q) ∈ γ

⇔ ∃(k, )k ∈ Ω, p′, r′, q′ ∈ H : (p, (k, p
′) ∈ γ,

[p′, Q, r′]S, [r′, R, q′]S, (q′, )k, q) ∈ γ

⇔ [p,Q • R, q]S .

So P ∼= Q implies P • R ∼= Q • R. One can verify similarly that P ∼= Q
also implies R • P ∼= R • Q, P ◦ R ∼= Q ◦ R and R ◦ P ∼= R ◦ Q. Thus,
∼= is a congruence relation on SPB(Σ).
Finally, ∼= saturates L, since P ∈ L and P ∼= Q imply Q ∈ L:

P ∈ L ⇒ ∃i ∈ I, ∃f ∈ F : [i, P, f ]S

⇒ ∃i ∈ I, ∃f ∈ F : [i, Q, f ]S

⇒ Q ∈ L.

Thus Reg ⊆ Rec.
As for the inclusion Rec ⊆ Reg, let B be a finite bisemigroup, ϕ :
SPB(Σ) → B a homomorphism, and F ⊆ B, and let L = ϕ−1(F ). With-
out loss of generality, we may assume that B has an element, denoted
by 1, which is unit for both the horizontal and the vertical product. In
order to prove that L is regular we construct a parenthesizing automaton
from B, ϕ and F :

S(B,ϕ, F ) := (S,H, V,Σ,Ω, δ, γ, I, F ), where
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- S = H ∪ V , where H = {sH | s ∈ B}, V = {sV | s ∈ B},
- Ω = {(s, )s | s ∈ B},
- I = {1H},
- F = {fH | f ∈ F}.

We define δ and γ by using the operations of B. For all s, t ∈ B and
a ∈ Σ, let

(sH , a, tH) ∈ δ if and only if s • ϕ(a) = t, and

(sV , a, tV ) ∈ δ if and only if s ◦ ϕ(a) = t.

Moreover, let (sH , (s, 1
V ) ∈ γ, for all s ∈ B, and (uV , )s, t

H) ∈ γ, for
all s, u, t ∈ B with s • u = t. Similarly, for the vertical product, let
(sV , (s, 1

H) ∈ γ, for all s ∈ B, and (uH , )s, t
V ) ∈ γ, for all s, u, t ∈ S such

that s ◦ u = t.

Example 3.10 The construction of S(B, ϕ, F ) is illustrated in Figure 3. Suppose
that s • u = t and s • r = w in B, then we have the following parenthesizing
transitions in S(B, ϕ, F ) :

(sH , (s, 1V ), (uV , )s, t
H), (rV , )s, w

H) ∈ γ.

If P, Q1, Q2, R, Q′ and R′ are sp-biposets such that ϕ(P ) = s, ϕ(Q1) = v, v ◦ ϕ(Q2) =
u and t • ϕ(R) = f , then the existence of a run [1H , P • (Q1 ◦ Q2) • R, fH ] can be
inferred from the runs [1H , P, sH ], [1V , Q1, v

V ], [vV , Q2, u
V ], [tH , R, fH ]:

[1V , Q1, v
V ]S, [vV , Q2, u

V ]S, hence [1V , Q1 ◦ Q2, u
V ]S ;

(sH , (s, 1V ) ∈ γ, [1V , Q1 ◦ Q2, u
V ]S, (uV , )s, t

H) ∈ γ, hence [sH , Q1 ◦ Q2, t
H ]S ;

[1H , P, sH ]S, [sH , Q1 ◦ Q2, t
H ]S, [tH , R, fH ]S, hence [1H , P • (Q1 ◦ Q2) •

R, fH ]S .

Similarly, if ϕ(Q′) = r and w • ϕ(R′) = z, and if [1H , P, sH ], [1V , Q′, rV ], and
[wH , R′, zH ], then we have [1H , P • Q′ • R′, zH ]S .

In order to prove our theorem it is enough to show the following:

Lemma 3.11 For all P ∈ SPB(Σ) and s, t ∈ B,

[sH , P, tH]S ⇔ s • ϕ(P ) = t;

[sV , P, tV ]S ⇔ s ◦ ϕ(P ) = t.
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1

2

Figure 3: The construction of S(B,ϕ, F ).

Proof of Lemma 3.11. According to Definition 3.3 there are five cases:
(Base) If P = a ∈ Σ, then our statements hold by the definition of δ.
(HH) If sH , tH ∈ H and P has maximal horizontal decomposition P =
P1 • P2 • . . . • Pn, n ≥ 2, then

[sH , P, tH ]S ⇔ ∃rH
1 , r

H
2 , . . . , r

H
n−1, r

H
0 = sH , rH

n = tH :

[rH
i−1, Pi, r

H
i ]S, i ∈ [n]

⇔ ∃r1, r2, . . . , rn−1, r0 = s, rn = t :

ri = ri−1 • ϕ(Pi), i ∈ [n]

⇔ s • ϕ(P1) • ϕ(P2) • . . . • ϕ(Pn) = t

⇔ s • ϕ(P ) = t.

(VV) If sV , tV ∈ V and P has maximal vertical decomposition P = P1 ◦
P2 ◦ . . . ◦ Pn, n ≥ 2, then the proof is analogous to (HH).
(HV) If sH , tH ∈ H and P has maximal vertical decomposition P = P1 ◦
P2 ◦ . . . ◦ Pn, n ≥ 2, then

[sH , P, tH ]S ⇔ ∃uV ∈ V : (sH , (s, 1
V ) ∈ γ, [1V , P, uV ]S,

(uV , )s, t
H) ∈ γ

⇔ ∃u ∈ B : s • u = t and 1 ◦ ϕ(P ) = u

⇔ s • ϕ(P ) = t.
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The second equivalence follows from the definition of γ and from the
induction hypothesis.
(VH) If sV , tV ∈ V and P has maximal horizontal decomposition P =
P1 • P2 • . . . • Pn, n ≥ 2, then the proof is analogous to (HV). This
concludes the proof of Lemma 3.11. �
Proof of Theorem 3.8, completed. For all P ∈ SPB(Σ),

ϕ(P ) ∈ F ⇔ 1 • ϕ(P ) = f ∈ F

⇔ [1H , P, fH]S for some f ∈ F

⇔ S(B,ϕ, F ) accepts P.

Thus ϕ−1(F ) = L(S(B,ϕ, F )). �

Remark 3.12 Each language L ⊆ SPB(Σ) can be recognized by a smallest bisemi-
group, called the syntactic bisemigroup of L. This bisemigroup BL, unique up to
isomorphism, corresponds to the syntactic semigroup [23] of a word language, and to
the syntactic algebra of a tree language, cf. [25]. For our present purpose it is suffi-
cient to define BL as the quotient of SPB(Σ) with respect to the largest congruence
∼L that saturates L. We clearly have that L is recognizable iff BL is finite. The
natural homomorphism ϕL : SPB(Σ) → BL is called the syntactic morphism of L.

4 Rationality

There are several meaningful definitions of rational sets of sp-biposets.
Here we will only consider the simplest of them: series rational, parallel
rational, birational and generalized birational sets. It will be clear from
the definitions that every series rational or parallel rational set is bira-
tional, and every birational set is generalized birational. We will show
that the reverse inclusions fail.

Definition 4.1 Let L1, L2 ⊆ SPB(Σ), where Σ is an alphabet. We
define the following operations, called horizontal (or series product), ver-
tical (or parallel product), horizontal iteration (or series iteration) and
vertical iteration (or parallel iteration).

L1 • L2 := {P • Q | P ∈ L1, Q ∈ L2},
L1 ◦ L2 := {P ◦ Q | P ∈ L1, Q ∈ L2},

L
+•
1 := {P1 • . . . • Pn | Pi ∈ L1, n ≥ 1},

L
+◦
1 := {P1 ◦ . . . ◦ Pn | Pi ∈ L1, n ≥ 1}.

11



Moreover, if L1 ∈ SPB(Σ), ξ /∈ Σ, L2 ∈ SPB(Σ∪{ξ}), then the sp-biposet
language in SPB(Σ) obtained by substituting (non uniformly) sp-biposets
in L1 for ξ in the members of L2 is denoted by L2[L1/ξ]. We refer to
this operation as ξ-substitution. We omit the formal definition.

Definition 4.2 The class of birational languages is the least class BRat
of sp-biposet languages containing the finite sp-biposet languages in
SPB(Σ), for all Σ, and closed under union, horizontal and vertical prod-
uct and horizontal and vertical iteration. The class of generalized bira-
tional languages is the least class GRat of sp-biposet languages containing
the finite languages and closed under the above operations and comple-
mentation. We denote the class of finite languages by Fin and the class
of cofinite languages by CoFin.

Clearly, BRat ⊆ GRat. In order to show that GRat ⊆ Rec we need some
preparations.

Proposition 4.3 The class of regular (i.e., recognizable) languages is
closed under ξ-substitution.

Proof. Suppose that S1 = (S1, H1, V1,Σ,Ω, δ1, γ1, I1, F1) and S2 = (S2,
H2, V2,Σ ∪ {ξ},Ω, δ2, γ2, I2, F2) are parenthesizing automata accepting
L1 ⊆ SPB(Σ) and L2 ⊆ SPB(Σ∪{ξ}), respectively. Without loss of gen-
erality, we may assume that S1∩S2 = ∅ and that S1 and S2 use the same
set of parentheses Ω. We construct an automaton R accepting L2[L1/ξ]
by “replacing” each transition (p, ξ, q) of S2 by several disjoint copies
of S1. These copies will serve to provide a run from p to q under each
sp-biposet belonging to L1. For the sake of simplicity, we only describe
how to replace a single ξ-transition (p, ξ, q), the other ξ-transitions are
handled in the same way.
First, we construct an intermediate automaton S′ that consists of two
disjoint copies of S1 and S2. We only describe here the case when p and
q are in H .
If a singleton biposet a is in L1, that is (i, a, f) ∈ δ1 for some i ∈ I1
and f ∈ F1, then add a labelled transition (p, a, q) to S′. We regard this
transition new even if it already appeared in S2.
In order to have a run from p to q under the sp-biposets in L1 accepted
with a horizontal initial state and a horizontal vertical state of S1, sim-
ulate the first and the last transitions of S1 as follows. Duplicate all
transitions starting from any horizontal initial state i in I1 using p as
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origin instead of i, and duplicate all transitions ending in any horizontal
vertical state f ∈ F1 using q as target instead of f .
As for the vertical sp-biposets in L1 accepted with vertical initial and
final states, suppose that (∗ and )∗ is a new pair of parentheses not used
in S1 or S2. Add new transitions (p, (∗, i) and (f, )∗, q) for each vertical
initial state i and each vertical final state f . Formally,

S′ = (S ′, H ′, V ′,Σ,Ω′, δ′, γ′, I2, F2), where

S ′ = S1 ∪ S2; H ′ = H1 ∪H2; V ′ = V1 ∪ V2;

Ω′ = Ω ∪ {(∗, )∗};
δ′ = δ1 ∪ (δ2 \ {(p, ξ, q)} ∪

{(p, a, q) | a ∈ Σ, ∃i ∈ I1, ∃f ∈ F1 : (i, a, f) ∈ δ1} ∪ (1)

{(p, a, x) | a ∈ Σ, x ∈ H1, ∃i ∈ I1 ∩H1 : (i, a, x) ∈ δ1} ∪ (2)

{(x, a, q) | a ∈ Σ, x ∈ H1, ∃f ∈ F1 ∩H1 : (x, a, f) ∈ δ1}; (3)

γ′ = γ1 ∪ γ2 ∪
{(p, (, x) | ( ∈ Ω, x ∈ V1, ∃i ∈ I1 ∩H1 : (i, (, x) ∈ γ1} ∪ (4)

{(x, ), q) | ) ∈ Ω, x ∈ V1, ∃f ∈ F1 ∩H1 : (x, ), f) ∈ γ1} ∪ (5)

{(p, (∗, i) | i ∈ I1 ∩ V1} ∪ (6)

{(f, )∗, q) | f ∈ F1 ∩ V1}. (7)

At this point the proof is almost finished, but some technical difficulties
arise. We say that a pair of states (q2, r2) of an automaton is linked to
another pair of states (q1, r1) if there is a pair of parentheses ( , ) in Ω such
that (q1, (, q2) and (r2, ), r1) are parenthesizing transitions. Suppose that
(s, t) is a pair of horizontal states in S1 that is linked to a pair of vertical
states (i, f), where i is an initial and f is a final state of S1. Moreover,
suppose that P is a horizontal sp-biposet such that [s, P, t]S1. Then we
have [i, P, f ]S1, so that P ∈ L1. However, [p, P, q]S′ is not necessarily
true, since

p
(∗−→i

(−→s
P−→t

)−→f
)∗−→q

is not allowed as a run from p to q, because “double parenthesizing” is
not allowed.
We resolve this difficulty by regarding s as an initial state and t as a
final state of S1, and simulating the transitions starting from s and the
transitions ending in t by transitions starting from p and ending in q,
respectively.
So, let

T = {(s, t) ∈ H2
1 | ∃i ∈ I1 ∩ V1, ∃f ∈ F1 ∩ V1 : (s, t) is linked to (i, f)}.
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However, we need a more sophisticated method than a simply copying
of the transitions as before. If another pair of states (s′, t′) is linked
to (s, t) ∈ T , and if [s′, P, t′]S1 , for some vertical sp-biposet P , then
[i, P, f ]S1 is not necessarily true (double parenthesizing), so we have to
avoid [p, P, q]R, too, unless there exist runs [i, P1, r]S1 and [r, P2, f ]S1

such that P1 ◦ P2 = P , where r is in V1, or [p, P, q]S2 holds. Thus (s, (, s′)
and (t′, ), t) ∈ δ1 cannot be simply copied as (p, (, s′) and (t′, ), q), since
(p, (, s′), [s′, P, t′] and (t′, ), q) would make a valid run [p, P, q]R. There-
fore, we use new parentheses, say (first, )first and (last, )last to duplicate
transitions involving ( and ), so that we do not link any (s′, t′) ∈ V1 × V1

to (p, q). For each (s, t) ∈ T we use a disjoint copy of S1 denoted by
Ss,t

1 = (Ss,t
1 , Hs,t

1 , V s,t
1 ,Σ,Ω, δs,t

1 , γs,t
1 , Is,t

1 , F s,t
1 ). We refer to the copy of a

state x ∈ S in Ss,t
1 as xs,t.

We are now ready to define the automaton R accepting L2[L1/ξ]. Let

R = (R,H, V,Σ,Ω′′, δ′′, γ′′, I2, F2), where

H = H ′ ∪
⋃

(s,t)∈T

Hs,t
1 , V = V ′ ∪

⋃
(s,t)∈T

V s,t
1 , R = H ∪ V,

Ω′′ = Ω′ ∪ {(first, )first, (last, )last | ( , ) ∈ Ω},
δ′′ = δ′ ∪

⋃
(s,t)∈T

(
δs,t
1 ∪ {(p, a, xs,t) | (s, a, x) ∈ δ1} ∪

{(xs,t, a, q) | (x, a, t) ∈ δ1}
)
, (8)

γ′′ = γ′ ∪
⋃

(s,t)∈T

(
γs,t

1 ∪

{(p, (first, x
s,t), (ys,t, )first, z

s,t) | (s, (, x), (y, ), z) ∈ γ1} ∪
{(xs,t, (last, y

s,t), (zs,t, )last, q) | (x, (, y), (z, ), t) ∈ γ1}
)
. (9)

Let us write, for states x, y ∈ R and P ∈ SPB(Σ), [x, P, y]+R if and
only if there is a run of R from x to y under P , whose labelling and
parenthesizing transitions are all new, i.e., do not appear in S2.
We claim that R accepts L2[L1/ξ]. To show this, it is enough to verify
that an sp-biposet P is in L1 if and only if [p, P, q]+R. We only prove that
P ∈ L1 implies [p, P, q]+R, the converse implication can be seen similarly.
We have that P is in L1 if and only if there exist states i in I1 and f in F1

such that [i, P, f ]S1. We will distinguish between the cases (Base), (HH),
(HV ), (V H) and (V V ) according to the cases of the Definition 3.3.
(Base) When P is a singleton sp-biposet our claim is trivial by construc-
tion.
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(HH), (HV ) The cases when i and f are horizontal states are also easy.
We only need to change the first and the last transition according to
(2)-(5) in a run [i, P, f ]S1to get a corresponding run [p, P, q]+R.
(V V ) In the case when i and f are vertical states and P is a vertical
sp-biposet, [i, P, f ]S1 corresponds to a run (p, (∗, i), [i, P, f ]S1, (f, )∗, q) =
[p, P, q]+R by (6) and (7). Since P is vertical, “double parenthesizing”
cannot occur in [p, P, q]+R. Thus it is a valid run.
In the most difficult case (V H), when i, f ∈ V1 and P is a horizontal
sp-biposet, we use the following lemma.

Lemma 4.4 For all P1, P2 in SPB(Σ), (s, t) ∈ T and r ∈ H1,

[s, P1, r]S1 ⇔ [p, P1, r
s,t]+R;

[r, P2, t]S1 ⇔ [rs,t, P2, q]
+
R.

The proof that [p, P1, r
s,t]+R implies [s, P1, r]S1 and [rs,t, P2, q]

+
R implies

[r, P2, t]S1 is based on the fact that the runs [p, P1, r
s,t]+R and [rs,t, P2, q]

+
R

have to use the transitions introduced in (8) and (9). We omit the details.
Now, since P is horizontal we can write it as P = P1 • P2. Thus, using
Lemma 4.4,

[i, P1 • P2, f ]S1 ⇒ ∃(, ) ∈ Ω, ∃s, t ∈ H1 : (i, (, s) ∈ γ1, [s, P1 • P2, t]S1 ,

(t, ), f) ∈ γ1

⇒ (s, t) ∈ T, ∃r ∈ H1 : [s, P1, r]S1, and [r, P2, t]S1

⇒ [p, P1, r
s,t]+R, and [rs,t, P2, q]

+
R

⇒ [p, P1 • P2, q]
+
R �

We have already noted that Rec is closed under the Boolean operations
and inverse homomorphisms. Using Proposition 4.3, we can immediately
derive some further closure properties of Rec.

Corollary 4.5 The class Rec of recognizable (i.e., regular) sp-biposet
languages is (effectively) closed under the Boolean operations, horizon-
tal and vertical product, horizontal and vertical iteration, homomorphism
and inverse homomorphism. Thus, since every finite language is recog-
nizable, we have that GRat ⊆ Rec.

Proof. The closure of recognizable sets under the Boolean operations and
taking inverse homomorphic images comes from general observations on
recognizable sets. E.g., if L1 and L2 can be recognized in bisemigroups
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B1 and B2, respectively, then L1 ∩ L2 and L1 ∪ L2 can be recognized in
the direct product B1 ×B2.
The rest of the results immediately follow from Proposition 4.3. Indeed,
if ξ1, ξ2 /∈ Σ then, since {ξ1 • ξ2} and ξ

+•
1 are recognizable,

L1 • L2 = ({ξ1 • ξ2}[L1/ξ1]) [L2/ξ2], and

L
+•
1 = ξ

+•
1 [L1/ξ1]

are also recognizable. Obviously, the same holds for the vertical product
and the vertical iteration operation. Closure under homomorphism also
follows from closure under substitution. �
However, the recognizable sets are not closed under ξ-iteration as the
following classical example shows:

L = (a • ξ • b)∗ξ = {an • ξ • bn | n ≥ 0} /∈ Rec.

Here the ξ-iteration of an sp-biposet language is defined as usual, Lξ =
∪i≥0L

ξ
i , where Lξ

0 = {ξ}, and Lξ
i+1 = Lξ

i [L/ξ] ∪ Lξ
i .

Definition 4.6 Define the alternation depth ad(P ) of an sp-biposet
P ∈ SPB(Σ) inductively as follows:

- if P is a singleton sp-biposet (i.e. a letter in Σ), then ad(P ) = 0,

- if P = P1 • . . . • Pn, then ad(P ) = max{ad(P1), . . . , ad(Pn)} + 1,

- if P = P1 ◦ . . . ◦ Pn, then ad(P ) = max{ad(P1), . . . , ad(Pn)} + 1,

where the decompositions are maximal and n ≥ 2. The alternation depth
of an sp-biposet language L is defined as the supremum of the alternation
depths of its elements: ad(L) := sup{ad(P ) | P ∈ L}.

Note that ad(L) may be infinite. A recognizable language which has
unbounded alternation depth was given in Example 3.6. We denote by
BD≤n the class of sp-biposet languages L with ad(L) ≤ n, and by BD
the class of bounded alternation depth sp-biposet languages

⋃
n<∞ BD≤n.

Theorem 4.7 BRat = Rec ∩ BD.

Proof. The inclusion BRat ⊆ Rec follows from Corollary 4.5. It is easy
to prove that BD is closed under union and the product and iteration
operations, hence BRat ⊆ BD. Thus BRat ⊆ Rec ∩ BD.
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As for the inclusion Rec ∩ BD ⊆ BRat, we show by induction on n that
for any regular sp-biposet language L we have L≤n ∈ BRat, for all n ≥ 0,
where L≤n ⊆ L is the set of all biposets in L of alternation depth ≤ n.
Thus, if L ∈ Reg ∩ BD, then there exists an n ≥ 0 such that L ∈ BD≤n,
so L = L≤n ∈ BRat.
Assume that L = L(S), for some parenthesizing automaton S = (S,H, V,
Σ,Ω, δ, γ, I, F ). For any states q1, q2 ∈ H or q1, q2 ∈ V and n ≥ 0,
denote by L≤n

q1,q2
the language consisting of all sp-biposets in SPB(Σ) of

alternation depth at most n having a run [q1, P, q2]S. As

L≤n =
⋃

i∈I,f∈F

L≤n
i,f ,

we conclude our proof by verifying the following lemma.

Lemma 4.8 For any states q1, q2 ∈ H or q1, q2 ∈ V and n ≥ 0, we have
L≤n

q1,q2
∈ BRat.

Proof. In case n = 0,

L≤0
q1,q2

= {a | (q1, a, q2) ∈ δ} ∈ BRat.

Note that the case n = 1 follows from the classical Kleene theorem for
finite words, since only labelling transitions are involved.
Assume that L≤n

s1,s2
∈ BRat, for any s1 and s2, horizontal or vertical states

of S. In order to obtain a birational expression for L≤n+1
q1,q2

, we introduce
some new notations.
By induction, there exists a birational expression E≤n

s1,s2
for each language

L≤n
s1,s2

. For any two horizontal states s1, s2, letHLs1,s2 denote the ordinary
regular language of nonempty words accepted by the ordinary automaton
with state set H , initial state s1 and final state s2, whose set of input

letters is the set H2 with transitions p1
(p1,p2)−→ p2, for all (p1, p2) ∈ H2. Let

HEs1,s2 denote an ordinary rational expression for HLs1,s2.
When s1, s2 are vertical states, define V Ls1,s2 in the same way, and let
V Es1,s2 denote a rational expression for V Ls1,s2. Let V E++

s1,s2
be rational

expressions representing the words of V Ls1,s2 having length at least 2.
Now, L≤n+1

q1,q2
is given by the expression

E≤n+1
q1,q2

= HEq1,q2[E
≤n
s1,s2

/(s1, s2)] ∪
⋃
(

q1→p1,

)
p2→q2

V E++
p1,p2

[E≤n
s1,s2

/(s1, s2)].
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It is understood that when substituting in HEq1,q2, all product operations
in HEq1,q2 are replaced by horizontal product, and all stars by horizontal
iteration. Similarly, each product and star in V E++

p1,p2
is replaced by the

vertical version of the operation. �
Two subclasses of BRat are also of interest.

Definition 4.9 The class SRat of series rational languages is the least
class containing the finite languages closed under union, series and par-
allel product and series iteration. Call a language L ⊆ SPB(Σ) series
bounded (SB) if there is a constant K such that for all P ∈ L, the length
of each <h-chain in P is bounded by K. Parallel bounded languages
(PB) and parallel rational languages (PRat) are defined symmetrically.

Note that series rational languages are parallel bounded since PB is closed
under the operations used in the definition of SRat. Moreover, if L is a
parallel bounded birational language, then parallel iteration cannot be
used in the construction of L, so L is series rational. Thus

SRat = BRat ∩ PB and PRat = BRat ∩ SB.

Proposition 4.10 SRat = Rec ∩ PB and PRat = Rec ∩ SB.

Proof. By Theorem 4.7, BRat = Rec∩ BD, and it is not hard to see that
PB ⊆ BD. Thus,

SRat = BRat ∩ PB = Rec ∩ BD ∩ PB = Rec ∩ PB. �

Our next aim is to use the previous statements to show that it is decidable
for a recognizable sp-biposet language whether it is birational, series
rational or parallel rational. We do not now the answer for generalized
birational languages.

Definition 4.11 Let B be an arbitrary bisemigroup and suppose that
p, q ∈ B. We denote the fact that q is a horizontal (vertical) factor of p
by

p �h q ⇔ ∃r, s ∈ B : p = r • q • s or p = r • q or p = q • s;

p �v q ⇔ ∃r, s ∈ B : p = r ◦ q ◦ s or p = r ◦ q or p = q ◦ s.

Since the operations • and ◦ are associative, the relations �h and �v are
transitive. The following facts are clear
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Lemma 4.12 (i) If ϕ : B1 → B2 is a homomorphism of bisemigroups
and p, q ∈ B1, then p �h q ⇒ ϕ(p) �h ϕ(q);

(ii) If ϕ : B1 → B2 is a surjective homomorphism of bisemigroups and
p′, q′ ∈ B2, then p′ �h q

′ ⇒ ∃p ∈ ϕ−1(p′), ∃q ∈ ϕ−1(q′) : p �h q.
Similar statements hold for �v.

Definition 4.13 Suppose that x1, x2, . . . is a finite or infinite sequence
of elements of a bisemigroup. For all i ≥ 1, let �i be the relation �h

or the relation �v. When xi �i xi+1 holds for each i ≥ 1, we call
the sequence x1 �1 x2 �2 x3 �3 . . . a composition chain. Moreover,
if �i=�h for an infinite number of indices i, then we call the chain
horizontally infinite. Vertically infinite composition chains are defined
symmetrically. Finally, a chain is an alternating composition chain if
for all n, �n=�h and �n+1=�v, or �n=�v and �n+1=�h. (E.g. x1 �h

x2 �v x3 �h x4 �v x5 is an alternating composition chain.)

Proposition 4.14 For any L ∈ SPB(Σ), let BL denote the syntactic
bisemigroup of L and let ϕL : SPB(Σ) → BL denote the corresponding
syntactic morphism. (See Remark 3.12.) Then,

L ∈ Fin ⇔ BL is finite and there is no infinite composition

chain in BL starting from some element of ϕL(L);

L ∈ CoFin ⇔ BL is finite and there is no infinite composition

chain in BL starting from some element of BL \ ϕL(L);

L ∈ SRat ⇔ BL is finite and there is no vertically infinite composition

chain in BL starting from some element of ϕL(L);

L ∈ PRat ⇔ BL is finite and there is no horizontally infinite composi-

tion chain in BL starting from some element of ϕL(L);

L ∈ BRat ⇔ BL is finite and there is no infinite alternating composi-

tion chain in BL starting from some element of ϕL(L).

Proof. All statements are clear. For example, for the first two claims,
one observes that for every finite bisemigroup B and b ∈ B, there is no
infinite composition chain starting from b if and only if there is a constant
K such that all composition chains are of length at most K. For the last
three claims one also uses Theorem 4.7 and Proposition 4.10. �

Corollary 4.15 It is decidable for a recognizable sp-biposet language
whether it is finite, cofinite, birational, series rational or parallel rational.
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We now set out to prove that GRat is properly included in Rec.
Suppose that B is a finite bisemigroup. An elementary horizontal trans-
lation of B is a function B → B,

x 7→ b • x, or

x 7→ x • b,

where b is any element of B. Elementary vertical translations are defined
in the same way. Note that the same function can be both an elementary
vertical translation and an elementary horizontal translation. A trans-
lation p is any composition of elementary translations. An alternating
translation is any composition of elementary translations p1, . . . , pk such
that some pi is an elementary horizontal translations and some pj (possi-
bly j = i) is an elementary vertical translation. We call B a generalized
aperiodic bisemigroup if for all alternating translations p : B → B and
all b ∈ B and n ≥ 1, if pn(b) = b then p(b) = b.

Remark 4.16 If B is a (finite) bisemigroup, the alternating translations of B form
a semigroup with respect to function composition. It is clear from the definition that
B is a generalized aperiodic bisemigroup iff the semigroup of alternating translations
is aperiodic. (See [9] for the definition of aperiodic semigroups.) One might wish to
call B aperiodic if the semigroup of all translations is aperiodic.

The statements of the following two lemmas are analogous to the corre-
sponding facts for aperiodic semigroups, cf. [9]. We omit the proofs.

Lemma 4.17 A finite bisemigroup B is an alternating aperiodic semi-
group iff there exists an integer n such that pn = pn+1 holds for all alter-
nating translations p.

Lemma 4.18 The (finite) generalized aperiodic bisemigroups form a
pseudo-variety, i.e., they are closed with respect to taking finite direct
products, subalgebras and homomorphic images.

We will prove:

Proposition 4.19 If L ⊆ SPB(A) is a generalized birational language,
then the syntactic bisemigroup of L is a generalized aperiodic bisemi-
group.
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Suppose that Li ⊆ SPB(A), i = 1, 2 are regular sp-biposet languages
recognizable by the finite bisemigroups B1 and B2, respectively. We con-
struct a finite bisemigroup B = B1 • B2 recognizing L1 • L2. Our con-
struction is an appropriate modification of the Schützenberger product
[24, 9]. We set

B := B1 × P (B1 × B2) × B2,

where P (B1 × B2) denotes the set of all subsets of B1 × B2, and define
the operations of horizontal and vertical product by

(b1, U, b2) • (c1, V, c2) := (b1 • c1,W, b2 • c2),

(b1, U, b2) ◦ (c1, V, c2) := (b1 ◦ c1, ∅, b2 ◦ c2),

where

W := {(u1, u2 • c2) : (u1, u2) ∈ U} ∪ {(b1 • v1, v2) : (v1, v2) ∈ V } ∪
{(b1, c2)}.

It is a straightforward matter to check that both operations are associa-
tive.
Suppose now that ϕi : SPB(A) → Bi is a homomorphism recognizing Li,
i = 1, 2. Define ϕ : SPB(A) → B by

P 7→ (Pϕ1, {(Q1ϕ1, Q2ϕ2) : Q1 • Q2 = P}, Pϕ2).

Thus, if P is a singleton or a vertical sp-biposet, then the middle compo-
nent of Pϕ is empty. Again, it is a straightforward matter to check that
ϕ is a homomorphism SPB(A) → B1 • B2.
Assume that Li = ϕ−1(B′

i), where B′
i ⊆ Bi, i = 1, 2. Let

B′ = {(b1, U, b2) : U ∩ (B′
1 ×B′

2) 6= ∅}.
Then for all P ∈ SPB(A),

Pϕ ∈ B′ ⇔ ∃P1, P2 : P = P1 • P2, P1ϕ1 ∈ B′
1, P2ϕ2 ∈ B′

2

⇔ P ∈ L1 • L2.

Thus, L1 • L2 is recognizable by B1 • B2.
Symmetrically, given finite bisemigroups B1 and B2 accepting regular
languages L1 and L2, one can define a finite bisemigroup B1 ◦ B2. Thus,
we have:
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Proposition 4.20 For any finite bisemigroups B1, B2 recognizing L1

and L2, the languages L1 • L2 and L1 ◦ L2 are recognizable by B1 • B2

and B1 ◦ B2, respectively.

Proposition 4.21 If B1 and B2 are generalized aperiodic bisemigroups,
then so are B1 • B2 and B1 ◦ B2.

Proof. Suppose that (b1, U, b2) ∈ B1 • B2 and

pn((b1, U, b2)) = (b1, U, b2) (10)

holds for an alternating translation p of B1 • B2 and an integer n > 1.
Since the operations in B1 • B2 are defined pointwise in the first and
third components, there exist alternating translations pi of Bi, i = 1, 2
such that for all (c1, V, c2) ∈ B1 • B2, the first component of p(c1, V, c2)
is p1(c1), and the third component is p2(c2). Thus, by (10),

pn((b1, U, b2)) = (pn
1 (b1), U, p

n
2(b2))

= (b1, U, b2).

Since B1 and B2 are generalized aperiodic bisemigroups, it follows that
p1(b1) = b1 and p2(b2) = b2, so that

p((b1, U, b2)) = (b1,W, b2), (11)

for some W . To complete the proof, we need to show that W = U .
Write p as the composition p′′ ◦ q ◦ p′, where p′, p′′ are translations and
q is an elementary vertical translation of B1 • B2. Functions p1 and
p2 can in turn be written as compositions p1 = p′′1 ◦ q1 ◦ p′1 and p2 =
p′′2 ◦ q2 ◦ p′2, where p′i, p

′′
i are translations of Bi and qi is an elementary

vertical translation of Bi, i = 1, 2. Thus, by the definition of the vertical
product operation in B1 • B2, the middle component of q((c1, V, c2)) is
∅, for all (c1, V, c2) ∈ B1 • B2. It follows that the middle component of
p((c1, V, c2)) does not depend on V , since it equals the middle component
of p′′((d1, ∅, d2)), where di = qi(p

′
i(ci)), i = 1, 2. It follows now from (11)

by induction on k that pk((b1, U, b2)) = (b1,W, b2), for all k ≥ 1. When
k = n, by (10), we have that W = U . We have thus proved that B1 • B2

is a generalized aperiodic bisemigroup. The same argument proves that
B1 ◦ B2 is also generalized aperiodic. �
We now turn to the iteration operations. Suppose that L ⊆ SPB(A) is
a regular language recognized by a finite bisemigroup B, homomorphism
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ϕ : SPB(A) → B and set B′ ⊆ B. Our next task is to construct a
finite bisemigroup B+• = C accepting the horizontal iterate of L. We
assume that I is not in B and denote by BI the bisemigroup that results
by adding I to B so that I is a unit element with respect to both the
horizontal and the vertical product. We set

C = B × P (BI)BI

.

We also regard any function in P (BI)BI
as a relation from BI to BI and

write the composite V ◦ U = {(x, y) : ∃z (x, z) ∈ U, (z, y) ∈ V } of two
relations U, V as UV . The horizontal and vertical product operations on
C are defined as follows. For all (b, U), (c, V ) ∈ C,

(b, U) • (c, V ) = (b • c, UV ),

(b, U) ◦ (c, V ) = (b ◦ c,W ),

where

xW =

{ {x • (b ◦ c)} if x • (b ◦ c) 6∈ B′

{x • (b ◦ c), I} otherwise.

Note that W does not depend on U and V . Since the operations are
associative in B, it follows immediately that they are also associative in
C, so that C is a bisemigroup.
Let P ∈ SPB(A) with maximal horizontal decomposition P = P1 • . . . •
Pk, k ≥ 1. We define FP ∈ P (BI)BI

by y ∈ xFP iff y = x • Pϕ or there
exist 1 ≤ i1 < i2 < . . . < im ≤ k + 1 with

x • (P1 • . . . • Pi1−1)ϕ ∈ B′

I • (Pij
• . . . • Pij+1−1)ϕ ∈ B′, j = 1, . . . , m− 1,

I • (Pim • . . . • Pk)ϕ = y.

In particular, when im = k+ 1, we have I = y. We omit the proof of the
following fact.
Claim For all P,Q, it holds that FP•Q = FPFQ.
We now define, for each P ∈ SPB(A),

Pψ := (Pϕ, FP ).

By the above claim, we have

Pψ • Qψ = (Pϕ, FP ) • (Qϕ, FQ)

= (Pϕ • Qϕ, FPFQ)

= ((P • Q)ϕ, FP•Q)

= (P • Q)ψ.
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Also, by letting G denote the function in P (BI)BI
,

xG :=

{ {x • (P ◦ Q)ϕ} if x • (P ◦ Q)ϕ 6∈ B′

{x • (P ◦ Q)ϕ, I} otherwise,

we have

Pψ ◦ Qψ = (Pϕ, FP ) ◦ (Qϕ, FQ)

= (Pϕ ◦ Qϕ,G)

= ((P ◦ Q)ϕ,G)

= (P ◦ Q)ψ.

Thus, ψ is a homomorphism. It follows from the definition of ψ that
P ∈ L+• if and only if IU copntains I, where U is the second component
of Pψ, so that L+• is recognizable by C = B+• . Symmetrically, by inter-
changing the operations of horizontal and vertical product (as well as the
corresponding orders), we can construct in the same way a bisemigroup
B+◦. We have proved:

Proposition 4.22 For each regular language L recognized by a finite
bisemigroup B, the horizontal and vertical iterates of L are recognizable
by B+• and B+◦, respectively.

Proposition 4.23 If B is a generalized aperiodic bisemigroup, then so
are B+• and B+◦.

Proof. By symmetry, it suffices to prove the claim for B+• that we denote
by C for short. Let p denote an alternating translation of C. There
exist an alternating translation p1 of B such that the first component of
p((c, V )) is p1(c), for each (c, V ).
Suppose that pn((b, U)) = (b, U), for some (b, U) ∈ C and n > 1. Then
pn

1 (b) = b, so that p1(b) = b, since B is a generalized aperiodic bisemi-
group. Thus, p((b, U)) = (b,W ), for some W . Using the fact that the
vertical product is independent of the second components of the elements
of C, we can argue as in the proof of Proposition 4.21 that W is in fact
U . �
Proof of Proposition 4.19. Suppose that L ⊆ SPB(A) is a generalized
rational language. It is a routine matter to check that BL, the syntactic
bisemigroup of L is a generalized aperiodic bisemigroup whenever L has
0 or 1 element. To complete the proof, we need to show that if BL1
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and BL2 are generalized aperiodic bisemigroups, then so are BL1∪L2 , BL1
,

BL1•L2, BL1◦L2 , BL
+•
1

and B
L

+◦
1

. All these claims follow from Lemma 4.18,

Propositions 4.20, 4.21, 4.22, 4.23, together with the facts that L1 ∪ L2

is recognizable by the direct product BL1 × BL2 and L1 is recognizable
by BL1 . �

Proposition 4.24 SRat ∪ PRat ⊂ BRat ⊂ GRat ⊂ Rec, where each
inclusion is proper. Moreover, SRat and PRat are incomparable with
respect to set inclusion.

Indeed, it is clear that SRat ∪ PRat ⊆ BRat ⊆ GRat ⊆ Rec and that the
first two inclusions are proper. As for the last inclusion, let Σ = {a}, and
define P0 = a, Pn+1 = a • (Pn ◦ a), n ≥ 0. Then let L = {P2i | i ≥ 0},
the set consisting of every second of the Pn. The syntactic bisemigroup
BL is finite but not generalized aperiodic. Indeed, BL contains L and
the language L′ = {P2i+1 | i ≥ 0}, and we have p(L) = L′ and p(L′) = L
for the alternating translation p : x 7→ L • (x ◦ L). Thus L ∈ Rec− GRat
by Proposition 4.19.
Open Problem Does the converse of Proposition 4.19 hold?
If it does, then it is decidable for a recognizable language whether or not
it is generalized birational.

5 Logical definability

In this section we relate monadic second-order definable (MSO-definable)
sp-biposet languages to recognizable languages.
Suppose that Σ is an alphabet. An atomic formula is of the form Pa(x),
X(x), x <h y or x <v y, where a is any letter in Σ, x, y are first-order
variables ranging over vertices in an sp-biposet, and X is a (monadic)
second-order variable ranging over subsets of the vertex set of an sp-
biposet. Here, Pa(x) means that vertex x is labelled by a and X(x)
means that x belongs to X. The atomic formulas x <h y and x <v y
have their expected meanings. (We assume a fixed countable set of first-
order, and a fixed countable set of second-order variables.) Formulas are
composed from atomic formulas by the boolean connectives ∨ and ¬ and
first- and second-order existential quantifiers ∃x and ∃X. We define in
the usual way when a closed formula (sentence) ϕ holds in, or is satisfied
by an sp-biposet P , denoted P |= ϕ. The language Lϕ defined by ϕ is
{P ∈ SPB(Σ) | P |= ϕ}.
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Definition 5.1 We say that a language L ⊆ SPB(Σ) is MSO-definable
if there is sentence ϕ with L = Lϕ.

We let MSO denote the class of MSO-definable languages in SPB(Σ), for
all alphabets Σ.
It is not hard to show that MSO ⊆ Rec. We can argue by formula
induction. In order to do that, we first associate a language Lϕ ⊆
SPB(Σ × V × P(W)) to any formula ϕ whose free variables are con-
tained in the finite sets V of first-order and W of second-order variables,
where P(W) denotes the powerset of W. Our definition parallels that in
[26], and makes use of the closure properties of recognizable languages
given in Corollary 4.5. (An alternative way of proving MSO ⊆ Rec would
be through a compositionality property of the monadic theories of sp-
biposets. See Kuske [19] for a general outline of this method.)
Recognizable and MSO-definable text languages, with texts defined as
isomorphism classes of nonempty finite labelled sets equipped with two
strict linear orders, were studied by Hoogeboom and ten Pas in [17]. (See
Remark 2.6.) The notion of recognizability clearly does not depend on
the concrete representation of the free bisemigroups. On the other hand,
the equivalence of the representations of free bisemigroups by texts and
as labelled sp-biposets can be established within the language of first-
order logic. Thus, from the (more general) equivalence results proved in
[17], we immediately have:

Theorem 5.2 Rec = MSO.

The inclusion Rec ⊆ MSO is shown for texts in [17] by interpreting the
“structure” of a text within the text. This method originates in [3].

Corollary 5.3 The following conditions are equivalent for a language
L ⊆ SPB(Σ) of bounded alternation depth:

1. L is recognizable.

2. L is regular.

3. L is birational.

4. L is generalized birational.

5. L is MSO-definable.

When L is parallel-bounded, the above conditions are further equivalent
to the condition that L is series rational.
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As an illustration of Corollary 5.3, consider the sp-biposet language L
over the alphabet Σ = {a} containing the sp-biposets that are a parallel
product of an even number of blocks each of which is a series product of
a with itself by an even number of times. Formally,

L = {a•2n1 ◦ a•2n2 ◦ . . . ◦ a•2n2k | k ≥ 1, ni ≥ 1, i ∈ [2k]}.

Here, for each m ≥ 1, a•m stands for the m-fold series product of a with
itself.
It is easy to see that L is birational and has alternation depth 2. Thus
L is recognizable, regular and MSO-definable. Indeed,

L = ((a • a)+• ◦ (a • a)+•)+◦ ,

showing that L is birational.
To show that L is recognizable, define the 5-element bisemigroup B =
{0, 1, 0, 1,⊥} so that

i • j = i+ j mod 2, i, j ∈ {0, 1},
i ◦ j = i + j mod 2, i, j ∈ {0, 1},
0 ◦ 0 = 0,

0 ◦ 0 = 0 ◦ 0 = 1,

1 ◦ 0 = 0 ◦ 1 = 0.

In the missing cases, both operations give ⊥. Let ϕ denote the homo-
morphism SPB(Σ) → B that maps a to 1. It follows that L = ϕ−1({0}),
proving that L is recognizable. B is in fact isomorphic to the syntactic
bisemigroup BL.

) 2

11 )

(

(

2

H H21 21 VHH
a

a

a
V

a
3

Figure 4: An automaton accepting L = ((a • a)+• ◦ (a • a)+•)+◦.

L is also regular since L is accepted by the automaton shown in Figure 4.
Finally, L is MSO-definable. Indeed, we can express in our logic that
an sp-biposet is the disjoint sum of an even number of maximal blocks
linearly ordered by <h, each having an even number of vertices such that
any two different blocks are related by <v.
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6 Conclusions
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Figure 5: Comparison of classes of sp-biposets

Our main results can be summarized on Figure 5. The classes of recog-
nizable, regular and MSO-definable languages coincide. The class GRat
of generalized birational sp-biposet languages is strictly included in this
class, which is in turn strictly includes the class BRat of birational lan-
guages. The class BRat can be characterized as those recognizable sp-
biposet languages that have bounded alternation depth, and the class
SRat (PRat) as those that are parallel (series) bounded. It is obvious
that the intersection of SB and PB is the class of finite languages. All
inclusions suggested by the figure are strict.

7 Comparison with other work

Our investigations have been influenced to a great extent by the work of
Hoogeboom and ten Pas [16, 17] on text languages, in particular on log-
ical definability, and the recent work of K. Lodaya and P. Weil, and sub-
sequently by D. Kuske, on automata (and logic) on series-parallel posets
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(sp-posets), i.e., finite nonempty labelled sets equipped with a single par-
tial order subject to the N-free condition. These posets, equipped with
the series product and the parallel product, where the parallel product
is now just disjoint union (hence commutative), form the free “semi-
commutative” bisemigroups, cf. [14].1 In [20, 21], Lodaya and Weil
defined recognizable languages of sp-posets as well as regular languages
accepted by “branching automata”, and rational languages. They showed
that a language of sp-posets is regular iff it is rational, and that the recog-
nizable languages form a proper subclass of the regular languages. Aside
from semi-commutativity, their notion of recognizability corresponds to
ours, and the one in [16] (actually this notion is well established in a very
general setting, just as the notion of equational set, see below). On the
other hand, their notion of rationality is much more general than our bi-
rationality, and although our parenthesizing automata owe much to their
branching automata, they are not a non-commutative version of branch-
ing automata. The above differences, together with the well-known fact
that rationality and recognizability do not coincide for free commutative
semigroups explain why the above mentioned results of Lodaya and Weil
are so different from ours.
Nevertheless Lodaya and Weil also obtained several results similar to
ours. They studied bounded width poset languages that correspond to
our parallel bounded sp-biposet languages and showed in [21] that for
such languages, the concepts of recognizability, regularity and series ra-
tionality are all equivalent. Moreover, Kuske proved in [19] that for
bounded width poset languages, these conditions are equivalent to MSO-
definability. These equivalences correspond to our Corollary 5.3, the
parallel bounded case.
What we called a birational sp-biposet language corresponds to the series-
parallel rational sp-poset languages of Lodaya and Weil. In [18, 19],
Kuske showed that any series rational poset language is MSO-definable
and that every MSO-definable poset language is recognizable. On the
other hand, there easily exist recognizable but not MSO-definable sp-
poset languages. In an earlier version of this paper we proposed as an
open problem whether Rec is included in MSO. We have since learned
that the equality Rec = MSO has been established by Hoogeboom and
ten Pas in [17] for text languages, from which Theorem 5.2 follows im-
mediately.
By a generalized rational sp-poset language Lodaya and Weil understood

1Grabowski called a bisemigroup with a neutral element a double monoid.
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a language that would elsewhere be called equational. In the realm of
associative operations, they correspond to the much broader class of
context-free languages. We have not studied context-free sp-biposet lan-
guages.
The main object of study in [22] is the extension of the classical frame-
work to automata over free algebras with a single associative operation
and a collection of operations not satisfying any nontrivial equations. It
is shown that a suitably adapted version of branching automata captures
recognizable languages, and that there exists a corresponding notion of
rationality. Lodaya and Weil also discuss, in a rather indirect way, the
situation when at least one of the additional operations is associative. In
this case they find that the recognizable languages form a proper sub-
class of the regular languages which coincide with the rational languages.
Their “asymmetric” notion of regularity is different from ours (which is
“symmetric”), and their notion of rationality they show to correspond to
regularity is much more general than ours. Proposition 4.10 also appears
in [22].
Automata and languages over free bisemigroups (more precisely, free
bisemigroups with identity) have also been studied in Hashiguchi et al.
[15]. The elements of the free bisemigroup are represented by ordinary
words (involving parentheses) in “standard form”. Accordingly, ordinary
finite automata are used to accept sp-biposet languages. More precisely,
they define two kinds of acceptance modes: the free binoid mode and the
free monoid mode. The free monoid mode is rather restricted, since the
language accepted in the ordinary sense by the finite automaton should
consist of only such words that are standard forms of sp-biposets. The
free binoid mode is closer to our approach. We suspect that it corresponds
to those parenthesising automata having a single pair of parentheses. No
notion related to our recognizability, rationality, or logical definability is
considered. On the other hand, they define phrase structure grammars
(B-grammars) generating sp-biposet languages in standard form. (The
definition takes a full page and consists of 31 items!) In particular, they
define left and right linear B-grammars and show that these determine
different language classes that lie somewhere between finite automata in
the free monoid, and the free binoid mode.
A different two-dimensional generalization of the classical framework is
provided by the picture languages. Pictures themselves are labeled bi-
posets with a very regular structure. They come with two operations, cor-
responding to horizontal and vertical product, but these are only partially
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defined, cf. [12]. The notion of recognizability is based on tilings and
behaves differently, since recognizable picture languages are not closed
under complement and their emptiness problem is undecidable. For the
description of picture languages using formal logic we refer to [13, 28].
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