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Abstract

We review the rudiments of the equational logic of (least) fixed
points and provide some of its applications for axiomatization
problems with respect to regular languages, tree languages, and
synchronization trees.

1 Introduction

A classic result of the theory of context-free languages is Parikh’s theo-
rem [32] that asserts that the letter occurrence vectors (Parikh vectors)
corresponding to the words of a context-free language on a k-letter al-
phabet form a semilinear subset of N k, the free commutative monoid of
k-dimensional vectors over the naturals. The theorem is usually proved
by combinatorial arguments on the derivation trees of the context-free
grammar. However, as Pilling [35] observed, Parikh’s theorem may be
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†Partially supported by grant No. T22423 from the National Foundation of Hun-

gary for Scientific Research and the Austrian-Hungarian Cooperative Research grant
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formulated as an assertion about “rational functions” on the (free) com-
mutative idempotent continuous semiring of all subsets of N k. Subse-
quently, Kuich [28] generalized Parikh’s result to all commutative idem-
potent continuous semirings (l-semirings). (See also [27] for a related
treatment.) In fact, by introducing rational terms that denote rational
functions, or more generally, recursion terms or µ-terms denoting func-
tions that arise as least solutions of systems of polynomial fixed point
equations, Parikh’s theorem can be translated into a statement about
the equational theory of commutative idempotent continuous semirings:
For every µ-term t there exists a rational term r such that the equa-
tion t = r holds in all commutative idempotent continuous semirings.
Alternatively, one may just consider rational terms and prove that for
each rational term t(x, y1, . . . , yn) in the variables x, y1, . . . , yn there is a
rational term r(y1, . . . , yn) containing no occurrence of x that provides
least solution to the fixed point equation x = t(x, y1, . . . , yn) over all
commutative idempotent continuous semirings. This approach has been
pursued by Hopkins and Kozen in [23], in their argument lifting Parikh’s
theorem to all commutative idempotent semirings with enough least fixed
points to provide solutions to recursion equations. By proving this more
general result, Hopkins and Kozen have shown how to replace the ana-
lytic arguments of Pilling and Kuich by arguments based only on the the
least (pre-)fixed point rule (also known as the Park induction rule [33]),
the fixed point equation, and the algebraic laws of the sum and product
operations. But since Parikh’s theorem is a claim about equational the-
ories, one would eventually like to have a purely equational proof of it.
This question has been addressed recently in [1]. In this paper, Parikh’s
theorem is derived from a small set of purely equational axioms involving
fixed points.

Parikh’s theorem is not the only result of automata and language
theory that can be derived by simple equational reasoning from the al-
gebraic properties of fixed points. Other applications of the equational
logic of fixed points include Kleene’s theorem and its generalizations [7],
see also [28, 29, 9], where the presentation is not fully based on equa-
tional reasoning, and Greibach’s theorem [19]. The methods employed in
the papers [26, 17] even indicate that one can embed the Krohn-Rhodes
decomposition theorem [21] for finite automata and semigroups within
equational logic. Further applications of fixed point theory include an al-
gebraic proof of the soundness and relative completeness of Hoare’s logic
[5, 6]. See also [25].
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The aim of this paper is to provide an introduction to the basics of
the equational theory of fixed points and to show some of its applications
in the solution of axiomatization problems for “generalized languages”.
In his book, Conway formulated several conjectures regarding the equa-
tional theory of the regular sets. Some of his conjectures have since been
confirmed (e.g., the completeness of the group-identities, settled by Krob
in [26]), but some are still open. In particular, Conway’s “letter reduc-
tion” conjecture is still open. In this paper, we generalize both Conway’s
group-identities and his letter reduction conjecture to continuous algebras
over any signature. Just as in the classical setting of regular languages,
the group-identities are complete, in conjunction with the classical iden-
tities. The generalized letter reduction conjecture remains open.

2 Preiteration algebras

Terms, or µ-terms, over the signature Σ are defined by the syntax

T ::= x | σ(

n−times︷ ︸︸ ︷
T, . . . , T ) |µx.T,

where x ranges over a countably infinite set V of variables, and for each
n ≥ 0, σ ranges over Σn, the set of n-ary function symbols in Σ. Free and
bound occurrences of variables in a term are defined as usual. We iden-
tify any two µ-terms that differ only in the bound variables. Moreover,
for any µ-terms t, t1, . . . , tn and distinct variables x1, . . . , xn, we write
t[t1/x1, . . . , tn/xn] or t[(t1, . . . , tn)/(x1, . . . , xn)] for the term obtained by
simultaneously substituting ti for xi, for each i ∈ [n] = {1, . . . , n}. Since
we may assume that the bound variables in t are different from the vari-
ables that have a free occurrence in the terms ti, no free variable in any
ti may become bound as the result of the substitution. Below, we will
write t(x1, . . . , xn) or t(~x), where ~x = (x1, . . . , xn) to denote that t is a
term with free variables in the set {x1, . . . , xn}. When writing µ-terms,
we assume that the scope of a prefix µx extends to the right as far as
possible.

We will be interested in interpretations where µx.t provides a “canon-
ical solution” to the fixed point equation x = t.

A preiteration Σ-algebra is a nonempty set A together with an inter-
pretation of the terms t as functions tA : AV → A such that the following
hold:

1. When t is a variable x ∈ V , then tA is the corresponding projection
AV → A, i.e., tA(ρ) = ρ(x), for all ρ : V → A.
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2. For any terms t, t1, . . . , tn and different variables x1, . . . , xn,

(t[(t1, . . . , tn)/(x1, . . . , xn)])A(ρ) = tA(ρ[xi 7→ (ti)A(ρ) : i ∈ [n]]),

for all ρ : V → A, where for any (a1, . . . , an) ∈ An, the function
ρ[xi 7→ ai : i ∈ [n]] is the same as ρ except that it maps each xi to
ai.

3. If t, t′ are terms with tA = t′A, then for all variables x, also (µx.t)A =
(µx.t′)A.

4. For any t and variable x which has no free occurrence in t, the
function tA does not depend on its argument corresponding to x,
i.e., (µx.t)A(ρ) = (µx.t)A(ρ[x 7→ b]), for all ρ : X → A and b ∈ A.

A strong preiteration algebra is a preiteration algebra that satisfies the
following strengthened version of the third condition above: For all terms
t, t′ and for all ρ : V → A and x ∈ V , if tA(ρ[x 7→ a]) = t′A(ρ[x 7→ a]), for
all a ∈ A, then (µx.t)A(ρ) = (µx.t′)A(ρ).

We will also consider ordered preiteration Σ-algebras which are pre-
iteration Σ-algebras A equipped with a partial order ≤ such that each
term function tA is monotonic with respect to the pointwise order on AV ,
and such that the following stronger version of the third condition above
is satisfied: If t, t′ are terms over Σ with tA ≤ t′A in the pointwise order,
then for all variables x, also (µx.t)A ≤ (µx.t′)A. The “ordered notion”
corresponding to strong preiteration Σ-algebras is the notion of strong
ordered preiteration Σ-algebra which is defined in the obvious way.

Below, if t = t(x1, . . . , xn) and if A is an (ordered) preiteration Σ-
algebra with a1, . . . , an ∈ A, we write tA(a1, . . . , an) for tA(ρ), where
ρ : V → A maps each xi to ai, i ∈ [n].

A morphism of (strong) preiteration Σ-algebras A and B is a function
h : A → B such that

h(tA(a1, . . . , an)) = tB((h(a1), . . . , h(an)),

for all terms t(x1, . . . , xn), and for all (a1, . . . , an) ∈ An. A morphism of
(strong) ordered preiteration Σ-algebras also preserves the partial order.

Note that any preiteration Σ-algebra A determines a Σ-algebra: For
each σ ∈ Σn and (a1, . . . , an), we define σA(a1, . . . , an) = tA(a1, . . . , an),
where t is the term σ(x1, . . . , xn) for some sequence of different variables
x1, . . . , xn. Also, any preiteration algebra morphism is a Σ-algebra ho-
momorphism.
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First-order formulas involving µ-terms over Σ are constructed form
atomic formulas t = t′, where t and t′ are µ-terms, in the expected way.
In the ordered setting, expressions t ≤ t′ are also atomic formulas. Free
and bound occurrences of variables in a formula and substitution are
defined as usual. A formula with no free variables is called a sentence.
The semantic notion of satisfaction is defined in the usual Tarskian style.
Suppose that A is an (ordered) preiteration algebra, ρ is a function V →
A and ϕ is a formula. We write (A, ρ) |= ϕ to denote that A satisfies ϕ
under the given evaluation of the variables. When φ is a sentence, we say
that A satisfies ϕ, or that ϕ holds in A, notation A |= ϕ, if (A, ρ) |= ϕ
for all, or for some ρ. (Note that a preiteration algebra is not empty.)

Most sentences that we will encounter in this paper fall into three
categories. First of all, we will have equations and inequations that are
sentences of the form ∀x1 . . .∀xn(t = t′) and ∀x1 . . . ∀xn(t ≤ t′), re-
spectively, also denoted as ∀~x(t = t′) and ∀~x(t ≤ t′). An equation is
also called an identity. Second, we will consider implications of the form
∀~x(t1 = t′1∧. . .∧tk = t′k ⇒ t = t′) and ∀~x(t1 ≤ t′1∧. . .∧tk ≤ t′k ⇒ t ≤ t′).
Finally, we will also have implications between equations (or inequations)
that are of the form ∀~x(t1 = t′1 ∧ . . .∧ tk = t′k) ⇒ ∀~y(s = s′). As usual,
we will abbreviate an equation as t = t′, an inequation as t ≤ t′, and an
implication as t1 = t′1 ∧ . . . ∧ tk = t′k ⇒ t = t′, etc.

Example 2.1 Every preiteration Σ-algebra satisfies the implication be-
tween equations

∀x∀~y(t = t′) ⇒ ∀~y(µx.t = µx.t′),

for all terms t(x, ~y), t′(x, ~y) over Σ. A preiteration algebra is strong iff it
satisfies all sentences

∀~y(∀x(t = t′) ⇒ µx.t = µx.t′).

3 Continuous algebras

Recall that a cpo is a poset (A,≤) which has a least element, denoted
⊥A, and such that each directed set1 D ⊆ A has a supremum

∨
D. Note

that when A is a cpo, so is any direct power of A equipped with the
pointwise ordering, as is the direct product of any number of cpo’s.

1A set D ⊆ A is called directed if it is not empty and each pair of elements in D
has an upper bound in D.
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Suppose that A and B are cpo’s and f is a function A → B. We call
f monotonic if f(a) ≤ f(b) whenever a ≤ b in A. Moreover, we call f
continuous if f is monotonic and f(

∨
D) =

∨
f(D) holds for all directed

sets D ⊆ A. Finally, we call f strict if f(⊥A) = ⊥B.
Below we will make use of the following well-known properties of

continuous functions.

Proposition 3.1 Each projection function
∏

i∈I Ai → Aj from a direct
product of cpo’s Ai, i ∈ I to a cpo Aj is continuous. Moreover, if f :
A1 × . . . × An → A and g1 : B → A1, . . . , gn : B → An are continuous,
where A, B, A1, . . . , An are all cpo’s, then so is the function h : B → A
defined by h(b) = f(g1(b), . . . , gn(b)), for all b ∈ B.

When f : A×B → A and b is a fixed element of B, let fb denote the
function A → A defined by fb(a) = f(a, b).

Proposition 3.2 Suppose that A and B are cpo’s and f is a continuous
function A × B → A. Then for each b ∈ B there is a least a = f †(b)
which is a pre-fixed point of fb, i.e., such that f(a, b) ≤ a. Moreover,
f † : B → A, as a function of b, is continuous.

The least pre-fixed point a is in fact a fixed point of fb, i.e., f(a, b) = a.
Indeed, since f(a, b) ≤ a and f is monotonic, also f(f(a, b), b) ≤ f(a, b),
showing that f(a, b) is a pre-fixed point. But since a is the least pre-fixed
point, we have that a ≤ f(a, b), which, together with f(a, b) ≤ a gives
f(a, b) = a.

A continuous Σ-algebra consists of a cpo (A,≤) and a Σ-algebra
(A, Σ) such that each operation σA : An → A, σ ∈ Σn is continuous.
A morphism of continuous Σ-algebras is a strict continuous Σ-algebra
homomorphism.

Each continuous Σ-algebra A gives rise to a strong ordered preitera-
tion Σ-algebra. We define tA by induction on the structure of the term
t. Suppose that ρ : V → A.

1. When t is the variable x, we define tA(ρ) = ρ(x).

2. When t is a term of the form σ(t1, . . . , tn), we let
tA(ρ) = σA((t1)A(ρ), . . . , (tn)A(ρ)).

3. When t is of the form µx.t′, then we define tA(ρ) to be the least
a ∈ A with tA(ρ[x 7→ a]) ≤ a, in fact tA(ρ[x 7→ a]) = a.
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The fact that tA is a well-defined continuous function AV → A follows
from Propositions 3.1 and 3.2. Since strict continuous functions preserve
least pre-fixed points, it follows that each strict continuous morphism
A → B, where A and B are continuous Σ-algebras, is a (strong) preiter-
ation algebra morphism.

Since in continuous algebras, µ-terms are interpreted by least pre-
fixed points, we have:

Proposition 3.3 Each continuous Σ-algebra satisfies the fixed point
equation

µx.t = t[µx.t/x] (1)

and the implication

t[y/x] ≤ y ⇒ µx.t ≤ y, (2)

for all terms t over Σ, and all variables x, y.

Note that the fixed point equation (1) is not a single equation, but in
fact an equation scheme. Nevertheless, following standard practice, we
will call such schemes just equations.

The above implication (2) is sometimes referred to as the Park in-
duction rule [33], or the least pre-fixed point rule. It is an instance of a
more general induction principle attributed to Scott. See also [2]. The
Park induction rule has a weak version, which is an implication between
inequations: For all terms t(x, ~y) and t′(~y)

∀~y(t[t′/x] ≤ t′) ⇒ ∀~y(µx.t ≤ t′).

4 Conway algebras

A (strong) Conway Σ-algebra [7] is a (strong) preiteration algebra sat-
isfying the following diagonal (3) and rolling equations (4) for all terms
t, t′ over Σ and for all variables x, y:

µx.t[x/y] = µx.µy.t (3)

µx.t[t′/x] = t[µx.t′[t/x]/x]. (4)

The above equations are by now classic, see [22, 2, 31], to mention a
few early references. A morphism of Conway Σ-algebras is a preiteration
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Σ-algebra morphism. Note that when t′ is the variable x, (4) reduces to
the fixed point equation defined above. Thus, in Conway algebras, µx.t
provides a canonical solution to the fixed point equation x = t. A strong
Conway algebra is also a strong preiteration algebra. Strong Conway Σ-
algebras satisfy the same equations as Conway Σ-algebras.2 Morphisms
of (strong) Conway algebras are preiteration algebra morphisms.

It turns out that in Conway algebras it is also possible to solve systems
of fixed point equations. Below we will often consider term vectors ~t =
(t1, . . . , tn), where n is any positive integer. We say that a variable has
a free occurrence in ~t if it has a free occurrence in one of the ti. Bound
occurrences are defined in the same way. Substitution into a term vector
is defined component-wise. When ~t = (t1, . . . , tn) and A is a preiteration
algebra, ~tA : AV → An is the function ρ 7→ ((t1)

A(ρ), . . . , (tn)A(ρ)).
We identify any vector of dimension 1 with its unique component. A
formula ~t = ~s, where ~t = (t1, . . . , tn) and ~s = (s1, . . . , sn), is viewed as an
abbreviation for the formula t1 = s1 ∧ . . . ∧ tn = sn. Formulas ~t ≤ ~s are
abbreviations in the same way.

Suppose that ~t = (t1, . . . , tn) is a vector of terms and ~x = (x1, . . . , xn)
is a vector of different variables of the same dimension n ≥ 1. We define
the term vector µ~x.~t by induction on n. When n = 1, we define µ~x.~t =
(µx1.t1). When n > 1, we let

µ~x.~t = (µ(x1, . . . , xn−1).(t1, . . . , tn−1)[µxn.tn/xn],

µxn.tn[µ(x1, . . . , xn−1).(t1, . . . , tn−1)/(x1, . . . , xn−1)]).

The above definition is motivated by the Bekić–De Bakker–Scott rule
[3, 2]. See also Pilling [35].

Proposition 4.1 Suppose that ~t(~x, ~y) and ~s(~x, ~y) are n-dimensional
term vectors where ~x and ~y are vectors of distinct variables such that
the dimension of ~x is n.

1. If A is a preiteration algebra then

A |= ∀~x, ~y(~t = ~s) ⇒ ∀~y(µ~x.~t = µ~x.~s).

2. If A is a strong preiteration algebra then

A |= ∀~y(∀~x(~t = ~s) ⇒ ∀~y(µ~x.~t = µ~x.~s)).

2An equation holds in a “variety” of preiteration algebras iff it holds in the strong
preiteration algebras belonging to that variety. See [7].
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Theorem 4.2 [7] If A is a Conway algebra, then the “vector forms” of
(3) and (4) hold in A: For all term vectors ~t(~x, ~y, ~z), where ~t, ~x and ~y
have the same dimension,

A |= µ~x.~t[~x/~y] = µ~x.µ~y.~t. (5)

Moreover, for all term vectors ~t(~y, ~z) and ~s(~x, ~z), where the dimension of
~t agrees with that of ~x and the dimension of ~s with that of ~y,

A |= µ~x.~t[~s/~y] = ~t[µ~x.~s[~t/~x]/~y]. (6)

Corollary 4.3 For each term vector ~t and vector of distinct variables
~x of the same dimension, the equation

µ~x.~t = ~t[µ~x.~t/~x] (7)

holds in all Conway algebras.

Equation (7) is the vector form of the fixed point equation (1). Since
by Theorem 4.2, the vector forms of (3) and (4) hold in any Conway
Σ-algebra, so does the vector form of any other equation that holds in
these algebras.

Corollary 4.4 If an equation holds in all Conway Σ-algebras, then so
does its vector form.

For a full characterization of the equations of Conway Σ-algebras we
refer to [4]. It is shown in op. cit. that when Σ contains a symbol of rank
> 1 then it is PSPACE-complete to decide whether an equation holds
in all Conway Σ-algebras, whereas the problem easily lies in P if each
symbol in Σ has rank at most 1.

We now give a characterization of Conway algebras based on the
vector form of the fixed point identity.

Theorem 4.5 The following three conditions are equivalent for a preit-
eration Σ-algebra A.

1. A is a Conway Σ-algebra.

2. The vector form of the fixed point equation holds in A.

3. A satisfies the fixed point equation for binary vectors.

9



Below we will abbreviate the term µx.x as ⊥. Suppose that X and
Y are finite disjoint sets of variables. We call a term t over Σ primitive
with respect to (X, Y ) if it is either ⊥, or a variable in Y , or a term
σ(x1, . . . , xk), where σ ∈ Σk and the not necessarily different variables
x1, . . . , xk are all in X. The following fact is a version of Salomaa’s
equational characterization of regular languages [36], see also [12, 30]. In
[14, 7], the result is derived only from the equational axioms of Conway
algebras.

Theorem 4.6 Normal forms [14, 7] For each term t(~y) in the free vari-
ables ~y = (y1, . . . , ym) there exists an integer n ≥ 1, a vector ~x =
(x1, . . . , xn) of fresh variables and terms s1, . . . , sn, all primitive with
respect to (X, Y ), where X = {x1, . . . , xn} and Y = {y1, . . . , ym}, such
that equation

t = (µ(x1, . . . , xn).(s1, . . . , sn))1

holds in all Conway algebras, where the right side of the equation is the
first component of the term vector µ(x1, . . . , xn).(s1, . . . , sn).

The following result is essentially due to Bekić and De Bakker and
Scott.

Theorem 4.7 [2, 3] Suppose that A is an ordered preiteration Σ-algebra
satisfying the fixed point equation (1) and the Park induction principle
(2). Then A is a strong preiteration algebra. Moreover, the vector form
of the fixed point equation (7) and the vector form of the Park induction
rule (8) hold in A:

~t[~y/~x] ≤ ~y ⇒ µ~x.~t ≤ ~y, (8)

for all term vectors ~t over Σ of dimension n, and all vectors of distinct
variables ~x, ~y of dimension n.

We call such algebras Park Σ-algebras. Morphisms of Park Σ-algebras
are order preserving preiteration algebra morphisms. Any such morphism
is strict.

Remark 4.8 Each ordered preiteration Σ-algebra satisfying the fixed point
equation and the weak version of the Park induction rule satisfies the vec-
tor forms of these axioms.
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5 Iteration algebras

In his book [10], John H. Conway associated an equation of regular sets
with every finite group and conjectured that a finite set of classical identi-
ties together with the equations associated with the finite (simple) groups
form a complete set of equations for the regular sets. Conway’s equations
can be generalized.

Suppose that G is a finite group with elements {g1, . . . , gn}, and let
t(~x, ~y) denote a term over some signature Σ, where ~x = (x1, . . . , xn) and
~y = (y1, . . . , ym), so that the dimension of ~x agrees with the order of
G. For each i ∈ [n], let πi : [n] → [n] denote the function j 7→ k iff
gi · gj = gk. Define

si = t[(xπi(1), . . . , xπi(n))/(x1, . . . , xn)], i ∈ [n].

Let x denote a fresh variable. The group-equation or group-identity [17]
associated with G is:

(µ(x1, . . . , xn).(s1, . . . , sn))1 = µx.t[(x, . . . , x)/(x1, . . . , xn)]. (9)

(The definition of the equation associated with G also depends on the
ordering of the group elements g1, . . . , gn. However, with respect to the
Conway identities, different orderings result in equivalent equations.) A
(strong) iteration Σ-algebra is a (strong) Conway Σ-algebra satisfying
the group-equations associated with the finite groups. Strong iteration
Σ-algebras and iteration Σ-algebras satisfy the same equations. A mor-
phism of (strong) iteration algebras is a preiteration algebra morphism.

Theorem 5.1 [17] If an equation holds in iteration Σ-algebras, then so
does its vector form.

Theorem 5.2 [17] An equation holds in all iteration Σ-algebras iff it
holds in all continuous Σ-algebras.

For the axiomatization of iteration algebras based on variants of the
Conway identities and the commutative identity, the above result was
established in [14]. See [7] for a thorough treatment of the earlier results.

Suppose that A is a set disjoint from Σ and does not contain the
special symbol ⊥. A partial (Σ, A)-tree [22, 12] is an at most countable,
ordered rooted tree whose nodes are labeled by the elements of Σ∪A∪{⊥}
such that nodes labeled in Σn have n descendants and all the nodes
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labeled in A ∪ {⊥} are leaves. Say that T ≤ T ′, for trees T and T ′, if
T ′ can be constructed from T by attaching non-uniformly (Σ, A)-trees
to the leaves of T labeled ⊥. Equipped with this partial order, the set
(Σ, A)T of (Σ, A)-trees is a cpo whose bottom element is the one-node
tree labeled ⊥. Moreover, equipped with the usual Σ-operations, (Σ, A)T
is a continuous Σ-algebra, in fact, the free continuous Σ-algebra on A.

Theorem 5.3 [22] For each set A, the algebra (Σ, A)T is freely gener-
ated by A in the class of all continuous Σ-algebras.

Corollary 5.4 An equation holds in all iteration Σ-algebras iff it holds
in continuous Σ-algebras (Σ, A)T.

Call a tree (Σ, A) total if it has no leaves labeled ⊥. Moreover, call
a tree (Σ, A)-tree regular if it has a finite number of (nonisomorphic)
subtrees. Note that every finite tree is regular. It turns out that the free
iteration Σ-algebras may also be represented by trees.

Theorem 5.5 [14] The free iteration Σ-algebra on a set A can be rep-
resented as the algebra (Σ, A)R of regular (Σ, A)-trees.

Remark 5.6 The algebra of regular (Σ, A)-trees is also free in the class
of regular Σ-algebras [22, 37], and the algebra of total regular trees is free
in the class of iterative Σ-algebras [12].

Corollary 5.7 [11] There is a polynomial time algorithm to decide for
an equation between terms over Σ whether it holds in all iteration Σ-
algebras.

For later use we recall:

Theorem 5.8 [15] Every Park Σ-algebra, or ordered iteration algebra
satisfying the fixed point equation and the weak version of the Park in-
duction rule, is an iteration algebra. An equation between terms over Σ
holds in all Park Σ-algebras iff it holds in all iteration Σ-algebras.

Corollary 5.9 For each set A, the algebra of regular trees (Σ, A)R,
equipped with the partial order inherited from (Σ, A)R, is freely generated
by A in the class of all Park Σ-algebras.

Theorem 5.8 is a hidden completeness result. It follows that an equa-
tion between µ-terms over Σ holds in all continuous Σ-algebras iff it can
be derived from (instances of) the fixed point equation using the usual
rules of (in)equational logic and a non-standard rule corresponding to the
weak version of the Park induction principle. This logic was proposed in
[31].
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5.1 A conjecture

In addition to the completeness of the group-identities and the classi-
cal identities for the equational theory of the regular sets, Conway [10]
conjectured that the system consisting of the classical identities and an
equation derived for each n ≥ 3 from the n-state automaton with an input
letter inducing a transposition and a letter inducing a cyclic permutation
is also complete. As a consequence of the conjecture, it would follow that
the regular identities in at most three variables form a complete system,
whereas no upper bound on the number of variables is known to date.

In this section, we formulate a related conjecture for continuous Σ-
algebras (or equivalently, by Theorem 5.2, for iteration Σ-algebras).

For each n ≥ 3 and term t over Σ, consider the equation

µz.t[(z, z)/(x, y)] = µx.t[(t[t′/y], t[t′/y])/(x, y)], (10)

where t′ is the term (µy.t)n−2 obtained by substituting (n− 3)-times the
term µy.t for x in µy.t. (Thus, e.g., (µy.t)2 = (µy.t)[µy.t/x].)

Conjecture 5.10 A preiteration Σ-algebra is an iteration Σ-algebra iff
it is a Conway Σ-algebra and satisfies the equation (10), for each n ≥ 3.

If this conjecture holds, then so does Conway’s.

6 Algebras with a semilattice structure

We will consider preiteration Σ-algebras equipped with a commutative
idempotent additive structure. These are in fact preiteration ∆-algebras
for the signature ∆ = Σ+ that results by adding the binary symbol +
to ∆. Such a preiteration algebra is called a semilattice preiteration Σ-
algebra if it satisfies the equations:

x + (y + z) = (x + y) + z (11)

x + y = y + x (12)

x + x = x (13)

x + ⊥ = x. (14)

Thus, semilattice preiteration Σ-algebras have the structure of a commu-
tative idempotent monoid with neutral element the constant denoted by
the term ⊥, i.e., µx.x. Each such algebra A comes with the semilattice
order defined by a ≤ b iff a + b = b. Note that ⊥A is least with respect
to this order.

13



A semilattice Σ-algebra is called continuous if, equipped with the
semilattice order, it is a continuous Σ-algebra. Note that if A is a contin-
uous semilattice algebra then A is in fact a complete semilattice, i.e., it
has all suprema. Moreover, since the + operation is automatically con-
tinuous, A is a continuous ∆-algebra for the enlarged signature ∆ = Σ+.
Hence, by Theorem 5.2, any continuous semilattice Σ-algebra is a strong
iteration ∆-algebra and satisfies the Park induction rule, i.e., it is a Park
∆-algebra. We call such algebras semilattice Park algebras. In a similar
fashion, we define a semilattice Conway Σ-algebra (semilattice iteration
Σ-algebra, respectively) to be a semilattice preiteration Σ-algebra which
is a Conway ∆-algebra (iteration ∆-algebra, respectively). Morphisms of
continuous semilattice Σ-algebras are continuous ∆-algebra morphisms.
Morphisms of semilattice preiteration Σ-algebras, semilattice Conway al-
gebras and semilattice iteration algebras and semilattice Park Σ-algebras
are just preiteration ∆-algebra morphisms. Note that morphisms are au-
tomatically monotonic.

We end this section with a normal form theorem that applies to all
semilattice Conway Σ-algebras, and thus to continuous semilattice Σ-
algebras, semilattice Park Σ-algebras and semilattice iteration Σ-algebras.
We will return to semilattice iteration Σ-algebras, and in particular to
continuous semilattice Σ-algebras in Section 8.

A simple term over Σ+ is a term that is the finite sum of different
primitive terms over Σ excluding ⊥. More precisely, given a pair (X, Y )
of disjoint sets of variables, a simple term over (X, Y ) is a finite sum of
pairwise different terms of two types: Terms σ(x1, . . . , xk), where σ is in
Σ and each xi is in X, and terms y, for y a variable in Y . By assumption,
the empty sum is ⊥, so that the term ⊥ itself is simple. The next result
is a version of Milner’s equational characterization of regular processes,
cf. [30].

Theorem 6.1 [18] For each term t over Σ+ with free variables in Y =
{y1, . . . , yp} there exist a set X = {x1, . . . , xn} and simple terms t1, . . . , tn
over (X, Y ) such that

t = (µ(x1, . . . , xn).(t1, . . . , tn))1

holds in all additive Conway Σ-algebras satisfying

µx.x + y = y. (15)

Remark 6.2 In Conway Σ+-algebras, (15) is a strengthened form of
idempotence. In fact, (13) follows from the fixed point equation and (15).
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7 Regular languages and tree languages

Suppose that A is a Σ-algebra. Then we may turn P(A), the power set
of A into a ∆-algebra, where ∆ = Σ+. For each σ ∈ Σn and B1, . . . , Bn ∈
P (A), we define

σ(B1, . . . , Bn) = {σ(b1, . . . , bn) : bi ∈ Bi, i ∈ [n]}.
Moreover, we define B1 +B2 = B1∪B2, for all B1, B2 ∈ P(A). Equipped
with these operations, P(A) is a continuous semilattice Σ-algebra, hence
a (strong) semilattice iteration Σ-algebra and a semilattice Park Σ-algebra.
Note that when A is the free Σ-algebra (Σ, B)FT of finite (complete)
(Σ, B)-trees, then P(A) is the algebra of all (finite total) (Σ, B)-tree lan-
guages that we denote by (Σ, B)TL.

Theorem 7.1 [13] For each set A, (Σ, A)TL is freely generated by A in
the class of all continuous semilattice Σ-algebras satisfying the following
equations for all σ ∈ Σn and i ∈ [n], n > 0:

σ(x1 + y1, . . . , xn + yn) =
∑

zi∈{xi,yi}
σ(z1, . . . , zn) (16)

σ(x1, . . . ,⊥, . . . , xn) = ⊥. (17)

On the left-hand side of (17), the symbol ⊥ is on the ith position.
Suppose now that Σ is a unary signature, i.e., each symbol in Σ

has rank one. Then a finite total tree in (Σ, A)FT may be represented
as a word in Σ∗A. Hence (Σ, A)TL is just the algebra of languages
in Σ∗A equipped with the prefixing operations L 7→ σL, σ ∈ Σ, and
the operation of set union as its sum operation. We let (Σ∗A)L denote
this continuous semilattice Σ-algebra. By our general results, (Σ∗A)L
is a (strong) semilattice iteration Σ-algebra and a semilattice Park Σ-
algebra. The regular sets in (Σ∗A)L determine a subalgebra, denoted
(Σ∗A)RL, which is also a strong semilattice iteration Σ-algebra and a
semilattice Park Σ-algebra. The following result is a reformulation of
Krob’s theorem [26] that confirms a conjecture of Conway [10]. In [17],
Krob’s result is derived from Theorem 5.2.

Theorem 7.2 [26] For each set A and unary signature Σ, the algebra
(Σ∗A)RL is freely generated by A in the class of all (strong) semilattice
iteration Σ-algebras satisfying (15) and

t[y + z/x] = t[y/x] + t[z/x] (18)

t[0/x] = 0, (19)
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for all terms t = t[x] over Σ+ containing at most the free variable x.

Since each semilattice Park Σ-algebra is an iteration Σ-algebra (The-
orem 5.8), and since (Σ∗A)RL is a semilattice Park Σ-algebra, by Krob’s
theorem we have

Corollary 7.3 For each set A and each unary signature Σ, the algebra
(Σ∗A)RL is freely generated by A in the class of all semilattice Park Σ-
algebras satisfying (18) and (19).

This corollary may be viewed as a strengthened version of Kozen’s
axiomatization [24] of the equational theory of the regular sets.

Corollary 7.4 The following conditions are equivalent for an equation
t = t′ between µ-terms over Σ+, where Σ is a unary signature.

1. The equation holds in all continuous semilattice Σ-algebras equipped
with operations satisfying (16) and (17).

2. The equation holds in all algebras (Σ∗A)L of languages, or (Σ∗A)RL
of regular languages.

3. The equation holds in all semilattice Park Σ-algebras satisfying (16)
and (17).

4. The equation holds in all (strong) semilattice iteration Σ-algebras
satisfying (18), (19) and (15).

We do not know how Theorem 7.2 carries over to arbitrary signatures.
Nevertheless the following result holds for all signatures containing sym-
bols of arbitrary rank. For regular tree languages we refer to [20].

Theorem 7.5 [16] For each signature Σ and set A, the algebra (Σ, A)RL
of regular tree languages is freely generated by the set A in the class of
all semilattice Park Σ-algebras satisfying (16) and (17).

Note that since distributivity is required here only for basic symbols,
this result is stronger for unary signatures than Corollary 7.3.

Corollary 7.6 The following conditions are equivalent for an equation
t = t′ between µ-terms over Σ+.
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1. The equation t = t′ holds in all continuous semilattice Σ-algebras
equipped with operations satisfying (16) and (17).

2. The equation t = t′ holds in all complex algebras P(A) derived from
Σ-algebras.

3. The equation t = t′ holds in all algebras (Σ, A)TL of languages, or
(Σ, A)RL of regular tree languages.

4. The equation t = t′ holds in all semilattice Park Σ-algebras satis-
fying (16) and (17).

8 Synchronization trees

In this section, we consider the class of all continuous semilattice Σ-
algebras, where Σ is any signature. The basic question we seek answer
to is to provide a basis of identities for these structures. We refer to [30]
and in particular [18] for the definition of (Σ, A)-labeled synchronization
trees and the definition of simulation, originally introduced in [34].

Theorem 8.1 [18] For each signature Σ and set A, the algebra (Σ, A)RST
of regular synchronization trees over A is freely generated by A in the
class of all semilattice iteration Σ+-algebras satisfying (15) and

t ≤ t[x + y] (20)

µx.t ≤ µx.t + t′ (21)

for all terms t over Σ+ and variables x, y.

Note that the meaning of (20) is that each function induced by any
term t is monotonic, while (21) can be rephrased as an implication be-
tween equations:

∀x, ~y(t ≤ t′) ⇒ ∀~y(t ≤ t′),

where t(x, ~y) and t′(x, ~y) are any terms over Σ+.
Since (Σ, A)RST can be embedded in a continuous semilattice Σ-

algebra, as shown in [18], we have:

Theorem 8.2 [18] The following conditions are equivalent for an equa-
tion t = t′ between terms over Σ+:
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1. t = t′ holds in all continuous semilattice Σ-algebras.

2. t = t′ holds in all semilattice Park Σ-algebras.

3. t = t′ holds in all iteration semilattice Σ-algebras satisfying (15),
(20) and (21).

4. t = t′ holds in all algebras of regular synchronization trees modulo
simulation.

It is natural to ask what happens if we drop (20) and (21) in Theo-
rem 8.1. The answer to this question was given in [8]: The free algebras
can be described as bisimulation equivalence classes of regular synchro-
nization trees.

9 Conclusion

Several models studied in computer science have some facility of recur-
sion, usually modeled by fixed points. Continuous algebras are those
cpo’s equipped with a Σ-algebra structure whose operations are contin-
uous, giving rise to recursive definitions by least fixed points. Unfortu-
nately, for µ-terms, the equational theory of the class of models studied is
not always recursive, or recursively enumerable. For example, the equa-
tional theory of languages equipped with sum (set union) and concatena-
tion as basic operations is not r.e., due to the fact that the equivalence of
context-free grammars is not semidecidable. However, the theory of all
continuous algebras is decidable, and in fact lies in P, and several equa-
tional theories are finitely axiomatizable over it. Moreover, the equations
of fixed points in continuous algebras are quite general, and can thus be
taken as a basis for the study of the respective equational theories. The
relative axiomatization results presented here and elsewhere also provide
a classification of the models by their logical properties. We have seen
such examples in Sections 7 and 8. It would be of great importance to
explore the boundary between axiomatizability and nonaxiomatizability,
and decidability and undecidability.
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[19] Z. Ésik and H. Leiß. In preparation.

[20] F. Gécseg and M. Steinby. Tree Automata. Akadémiai Kiadó. Bu-
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