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A calculus of circular proofs
and its categorical semantics

Luigi Santocanale
luigis@brics.dk

BRICS®

Abstract

We present a calculus of proofs, the intended models of which
are categories with finite products and coproducts, initial algebras
and final coalgebras of functors that are recursively constructible
out of these operations, that is, u-bicomplete categories. The cal-
culus satisfies the cut elimination and its main characteristic is
that the underlying graph of a proof is allowed to contain a cer-
tain amount of cycles. To each proof of the calculus we associate
a system of equations which has a meaning in every p-bicomplete
category. We prove that this system admits always a unique so-
lution, and by means of this theorem we define the semantics of
the calculus.

Keywords: Initial algebras, final coalgebras. Fixed point calculi, p-calculi.
Bicompletion of categories. Models of interactive computation.

Introduction

The goal of this paper is to present and discuss our first results on free
p-bicomplete categories. A category is said to be p-bicomplete if every
finite set of objects has a product as well as a coproduct, and moreover
the initial algebra and the final coalgebra of every definable functor exist.

*Basic Research in Computer Science,
Centre of the Danish National Research Foundation.



A p-bicomplete category is said to be free over a set X if it contains X as
a subset of objects, and moreover it is canonical’ among the p-bicomplete
categories having the same property.

Among the motivations to generalize to a categorical setting the results
obtained by us on free p-lattices [San00a, San00b, San00c|, is the ca-
pability of these algebraic objects to model simple computational situ-
ations. Indeed, these results were obtained through an explicit descrip-
tion of free p-lattices by means of games and strategies. Several authors
INYY92, AJ94, Joy97] have remarked the analogy between games and
winning strategies on the one hand, and systems’ specifications and cor-
rect programs on the other. Accordingly, we can think of games for free
p-lattices as being bidirectional synchronous communication channels
which are recursively constructed from a few primitives: left and right
choices, similar to the internal and external choices of CSP [Hoa85], and
left and right iterations. The challenging part of our work on free pu-
lattices has been the explicit characterization of the order relation: we
declared that S < T, S and T being games for a free u-lattice, if there
exists a winning strategy in a compound game of communication (S, T
for a player called the Mediator. If S and T are thought of as channels,
then such a strategy can be understood as a mediating protocol for let-
ting the left user of the channel S communicate with the right user of
T in an asynchronous way. Figure (1) suggests that the games S and T
could be sort of telephone lines and the mediating protocol M an answer-
ing machine or an operating system. The lattice theoretic point of view,
which we have adopted until now, is interested only in the existence of
such strategies. The analysis of different strategies is more in the spirit
of proof theory [HS86, GTLS&9], categorical logic [LS88], and the seman-
tics of programming languages [Win93]. We would like to classify all
the possible asynchronous communications arising in the situation de-
scribed above; this is usually achieved by giving an algebra of mediating
protocols, that is, a programming language by which to construct them,
together with a notion of equivalence between protocols. We suggest
that the desired algebra is the one of p-bicomplete categories, and that
two programs should be considered equivalent if they denote the same
arrow in every p-bicomplete category.

Motivations behind research on bicompletion of categories [Joy95, Joy97,

"'What it means to be canonical can be made precise by introducing morphisms
and then stating a universal property analogous to the universal property of the free
monoid.
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Figure 1: Games as channels, winning strategies as mediating protocols.

HJ99, CS01] are similar to those of Linear Logic [Gir87, Gir01] and re-
lated categorical models [Bar91, CS97]. With respect to these algebraic
and logical settings, with p-bicomplete categories the focus is on initial
algebras and final coalgebras of functors; from an operational perspec-
tive, the focus is on the modeling of possibly infinite computations. Ini-
tial algebras of functors are the categorical counterpart of induction and
recursion, they model inductive types [CP90]; on the other hand, final
coalgebras are a counterpart of coinduction and corecursion; they are
related to bisimilarity, in that they classify the observable behavior of
systems [Rut00]. The use of coalgebraic methods is now a well estab-
lished practice to deal with infinite objects by means of their defining
equations [Acz88, ML9O0].

In this paper we define a logical calculus to describe bounded memory
deterministic strategies in a communication game of the form (S, T"), that
is, to describe the mediating protocols that use a finite amount of space.
We skip here the exact description of the correspondence between the
combinatorics of games and the algebra of u-lattices, and focus on the
algebraic meaning of strategies; we remark only that if a communication
strategy is translated into a proof, as usual in logics and games, then the
result is a paradoxical infinite proof, or, in the case of a bounded memory
strategy, a circular proof. Hence, the characteristic of our calculus is that
the underlying graph of a proof is allowed to contain a certain amount
of cycles. This is a common fact in fixed point theory, for example it
appears in the proofs with guarded induction of type theory [Coq94]
and in the refutations of the propositional p-calculus [Wal00]. In order



to define the semantics, we proceeds as follows: once the type-terms of
the calculus are interpreted in the obvious way by means of products,
coproducts, initial algebras and final coalgebras, then the proof-terms
are also interpreted in a natural way as systems of equations. The main
achievement of this paper, theorem 4.11, states that such systems of
equations admit always a unique solution. The semantics of a circular
proof with a chosen conclusion is then defined to be the chosen projection
of the vector solution.

The calculus does not contain an explicit cut rule, it satisfies the cut elim-
ination: two proofs can be composed in a sound way, leading to a proof
the interpretation of which is the composition of the interpretations of
the two original proofs. However, the calculus is not powerful enough to
describe all the arrows of a free p-bicomplete category, which reflects the
fact that there are strategies that use an unbounded amount of memory;,
nonetheless, are computable. This observation suggests that some kind
of step has to be done in order to describe free u-bicomplete categories;
on the other hand, we expect that the ideas and tools presented in this
paper will be helpful in future researches.

We approach the theory of initial algebras and final coalgebras from
fixed point theory [BE93] - the two theories are closely related, see for
example [Fre9l]. From [Lam68|, it is known that, in an initial algebra
X : Sx — x of an endofunctor S : € —— C, the arrow Y is invertible,
so that its universal property states the existence and uniqueness of a
solution of the equation

f = X_l'Sf'Oéa

for each algebra o : Sa —— a. The above equation is rephrased in a
more compact way as the fixed point equation

f = X_l : le(f) )
where the natural transformation
oy : C(z,a) — C(Sx,a)

is obtained from the previous o under the Yoneda correspondence, that
is, a,(id,) = a. The next step is to realize that also parameterized fixed
points exist whenever the category C has products. We prove that, for
every natural transformation of the form

Olg zw - G(x,Tw) X Q(xa Z,’LU) - G(S(Z‘, Z)>Tw> )
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where S : € xZ ——C, T : W—— C and @ is a parameterized set,
covariant in w, contravariant in  and z, there exists a unique solution
of the equation

f = X;l . axz,z,w(fa q) )

for each choice of ¢ € Q(x.,z,w). In this case
Xzt S(xs,2) — x,

is the initial algebra of the functor S(z, z), parameterized in the variable
z. The existence of parameterized unique fixed points leads to show
that circular proofs, whenever interpreted as systems of equations, admit
always a unique solution.

The paper is organized as follows: we introduce the notation and the
key concepts of the theory in section 1. In section 2 we describe the
syntactical part of the calculus, defining first the terms and then the
proofs. In section 3 we prove the main theorem about the existence
and uniqueness of certain parameterized fixed points. In section 4, we
use this theorem to define the semantics of the calculus. In section 5, as
concluding remarks, we discuss the fact that the calculus is not expressive
enough with respect to its intended models and suggest a natural relation
with automata theory.

1 Notation and preliminaries

Notation.

With Set we shall denote the category of sets and functions; for a function
f:+ A —— B we shall use both the notations f, and f(a) for the result of
applying f to a. With [n] we shall denote the set {1,...,n}. Composition
in categories, say

A-Ll.p_2. ¢

will be denoted in two different ways, that is, go f and f - g. Sometime
we shall omit the symbol o and write g f, but we write always the symbol
-. We shall use id for identities, () and pr for tuples and projections, {}
and in for cotuples and injections, for every kind of categorical products
and coproducts.



Initial algebras of a functor.

Let € be a category and S : € —— € be an endofunctor. A S-algebra is a
pair (¢, ), where ¢ is an object of € and v : S¢ —— ¢ is an arrow of €. A
morphism of S-algebras f : (¢,7) — (d,0) is an arrow f : s — d of C
such that v- f = Sf-6. S-algebras and their morphisms form a category
@Y. A T-algebra (x,) is initial if for each algebra (c,7) there exists a
unique arrow !y : x — ¢ such that y-!v = S'y-7v. S-coalgebras and their
morphisms are defined in the dual way and form a category Cg. We recall
that a coalgebra ¢ : y —— Sy is final if for each coalgebra v : c —— Sec
there exists a unique arrow !y : ¢ —— y such that !y .- ¢ =~ - S'y.

We explain our conventions concerning variables. Each variable x,y, z, ...
can be in two states: either it is free, in which case it denotes a projection
functor, or it is bounded to some value. As a general rule, we shall use the
usual style x,y, z, . .. for free variables and the typewriter style x,y,z, ...
for bounded variables. For example, with an equation of the form

x =, Sx

we shall mean that the denotation of x is the object part of a chosen
initial S-algebra, in which case we shall use the corresponding Greek
letter x to denote the arrow part of this S-algebra.

Systems of equations.

Definition 1.1 Let a: Cx A —— (' be an arrow in the functor category
Set®. We shall say that o admits a unique solution if, for each object d of
D and each a € Ay, there exists a unique ¢ € Cy such that ay4(c,a) = a.
If o admits a unique solution we shall denote by ozjl(a) suchace Cy. 1.1

Lemma 1.2 If o admits a unique solution, then the collection {ozjl}deobj(@)
is a natural transformation af : A —— C.

Lemma 1.3 Let a: C x A —— C be an arrow of the functor category
Set? and let F': @ —— D be a functor. If a admits a unique solution,
then ap — that is, the arrow Set?'(a) of the category Set® — admits the
unique solution (af)p.

Definition 1.4 A natural system of equations is a tuple (I,C, F, a, 3),
where



e [ is a finite indexing set, and for each ¢ € I, F; is a functor from D
to Set.

e (' C ] is the set of bounded indexes.

e Foreach ce C, . C I and

&@H&—J}

kepe

is a natural transformation.

We say that a natural system of equations admits a unique solution if

the arrow ( )
[1Fx [[ 7 —22=5 T~
ceC acI\C ceC
admits a unique solution. 1.4

In the following “system” will be synonymous of natural system of equa-
tions. We shall represent systems with the usual notation:

{e = alB) }oee -

The Beki¢ property holds, we state it in the form of a sufficient condition
to determine whether a system admits a unique solution.

Proposition 1.5 If the system
{ ¢ = alcayca)a)}
admits a unique solution, then also the system
{ ¢ = aed a) }
d = a4(c,a)

admits a unique solution. If the systems

{d = addca}

c = accda
d = adca

admit a unique solution, then also the system
¢ = e d a)
d = o4(d,c a)

admits a unique solution.



2 The calculus of circular proofs

2.1 Directed systems of labeled equations

We shall fix a signature 2 and by writing H € €2,,, where n > 0, we shall
mean that H is a function symbol from €2 of arity n; we assume that the
symbols A;,\/; do not belong to ©, for each finite set I. We let X be
a countable set of variables, and let C be a category. We form terms as
usual.

Definition 2.1 The collection of terms 7 (€) and the free variables func-
tion fv : 7(€) —— P(X) are defined by induction by the following
clauses:

o If z € X, then z € 7(C) and fv(z) = {x}.
e If ¢ is an object of €, then ¢ € 7(€) and fv(c) = 0.

If I is a finite set and s : I — 7 (C) is a function, then A ;s € 7(C)
and \/;s € 7(€). Moreover fv(/A;s) = fv(\/;s) = U,c; IV (si).

If He Q,and s: [n] — 7(C) is a function, then Hs € 7(C) and
fv(Hs) = Uicpy E(s0)-

For Y C X, we let 7(C,Y) be the collection of terms s € 7 (C) such that
fv(s) C Y. 2.1

Remark 2.2 Let s : {l,7} —— 7(C) be a function. In the exam-
ples we shall informally use the standard notation s; A s,,s; V s, for
A (S V (1) S» respectively. Similarly, T stands for /Ay and L stands
for \/,. 2.2

Definition 2.3 A polarized system of equations over € is a tuple (X, g, €)
where

e X C X is a finite subset of X, the set of bounded variables.

e ¢ : X—— T(C) is a function which associates to each bounded
variable its value.

e c: X —— {u,v} is a labeling of equations.
2.3



We represent a polarized system of equations (X, g, €) with the notation:

{% = & Jiq -

Definition 2.4 Let (X,q,€) be a polarized system of equations over C.
The relation — on the set of variables of X is defined as follows:

x —y iff x€Xgandy € fv(g) .

A tuple S = (Xs,¢s,€s,%0.5) is said to be a directed system over C if
(Xs,qs, €s) is a polarized system of equations and Xg s C Xg; moreover,
for each x € Xg there exists a unique simple path in the graph (Xg, —)
from an element r(x) € Xo ¢ to x. That is, the tuple (X5, Xs,—) is a
forest with back edges. If x,y € Xg, we shall write x <g y if x lies on the
simple path from r(y) to y; we shall write x <g y if x <g y and x # y.
We let

() = (| fvla)\ Xs.

x€Xg

and by V(S) we shall denote the collection of finite subsets Y of X such
that YNXg = 0 and fv(S) C Y. With S(C) we shall denote the collection
of directed systems over C. 2.4

Example 2.5 Directed systems are (roughly speaking) another repre-
sentation of p-terms, they are analogous to the hierarchical systems of
equations of [Sei96]. For example, the p-term fiy.vy.(x A p.(z V y)) is
translated into the directed system

X =4, ¥
(¢ 7 = xAz o {x}).
z =, zVy

The forest with back edges is in this case a tree with back edges, since
Xo = {x} is a singleton, and it is given in the following diagram:

)
)

N<=—<<—M

C

The ordering is x < y < z. 2.5



Definition 2.6 Let S be a directed system and let F C Xg be an order
filter, that is, a subset of Xg with the property that if x € F and x <g y,
then y € F. We define the system Sg as follows:

o X5 =F.
e gs. and eg, are the restrictions of ¢s and eg to F, respectively.
e Xo5p ={y€F|z<gyimpliesz ¢F}.

We shall write S, for Sg, where F = {y|x <gy }. 2.6

Lemma 2.7 The inequality

fv(S,) C fv(S)U(x),

S

holds, where (x), = {y € Xs|y <s x}.

2.2 Circular proofs

Definition 2.8 Let S, T be two directed systems over €. The collection
R of rule symbols over S, T, with their arity set, is defined by means
of the following table:

Rule Range Arity
A 0]
cf f is an arrow of € 0]
CH HeQ, [n]

LA | 1 is a finite set, i € I | [1]

RA; I is a finite set I

LV, I is a finite set I

RV, | I is afinite set, i € I | [1]

Lux XEXg, €x = 1]

Ryu yEXr, & =p [1]
Lx, X €EXg, 6, =V 1]

Rvy yEXp, 6y =V 1]

2.8

Definition 2.9 Let S, T be two directed systems over C. A tuple (G, A, p, o),
where

10



Gy is a set of vertexes,

A: Gy — T(C) x T(C) is a labeling of vertexes by sequents,

e p: Gy — Rgr is alabeling of vertexes by rule symbols over S, T,

for each g € G, o, : Arity(p(g)) — Gy is a successor function,
is said to be well typed over S, T if the following typing constraints hold:

A

skt

dom f I cod f ¢f

H
Hst+ Ht
S; " t {S l_ ti}ie[
LA ——R/A\;
NpstHt sk A
{Si I_t}iel Sl_tz
71’"\/[ R\/IZ
Vskt s\t
q::l_t Sl_qu
Lux y
xkt a sky g
QXl_t S"(]y
Lx, Rry
xFt sky

Here a typing constraint of the form

{Si - ti}iEArity(R)
skt

R

stands for the following implication: for all g € Gy, if p(g9) = R, then
A(g) has the form s =t and for each i € Arity(R) A(oy;) has the form

Definition 2.10 Let P = (Gg, A\, p,0) be a tuple which is well typed
over S,T. The graph G(P) = (Gg,—) has as vertexes the elements of
Gy, and

g—g¢ iff ¢ =o04.

for some i € Arity(p(g)). 2.10
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Definition 2.11 Let P be a tuple well typed over S, T, and let 79 —
Y1 = .Y = Y, n > 1, be a proper cycle of G(P). We let vg, yr be the
sets

{x € Xg|Ti € [n] s.t. p(;) € {Lux,Lx,} },
{x € Xr|3ie€[n]st. p(y) € {Rx,,Rvx}},

respectively. 2.11

Remark 2.12 Observe that if 7 is a proper cycle of G(P), then either
vs # O or yp # (. If vg # 0, then ~g is a strongly connected component
of the graph associated to S, hence we can find a minimum element with
respect to the order <g. A similar remark holds for ~r. 2.12

Definition 2.13 A tuple II well typed over S, T is said to be a circular
proof over S, T, if, for every proper cycle v of G(II), either

vs # 0 and e(minyg) = p,

or
yr #0 and e(minvyy) =v.

2.13

Remark 2.14 In the following we shall refer to the first statement as
L(), and to the second as R(7), so that a tuple II, well typed over S, T,
is a circular proof over S, T, if, for every proper cycle v of G(II), either
L(v) holds, or R(y) holds. The above condition can be understood as
follows: the systems S and T can are a translation of games for free
p-lattices, and a circular proof is meant to describe a bounded memory
winning strategy in the compound game (S,T), which we described in
[San00c, San00a, San00b] and recalled in the introduction. As in Blass’
game semantics of Linear Logic [Bla72, Bla92] and in Joyal’s games for
communication [Joy97], a player called Mediator has to win either on
S or on T. On the other hand, the games S and T are parity games;
these games have shown to be a useful tool in the study of Monadic
Second Order Logic [GH82] and of Propositional p-Calculus, a general
introduction to them can be found in [Zie98|. Henceforth, the condition
L(y) can be understood as stating the fact that the chosen player of
S won’t lose in this game by repeating infinitely often the instructions
contained in the cycle v of its winning strategy. 2.14
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Definition 2.15 Let IT = (G, A, p, o) be a circular proof over S, T. We
say that a vertex g € Gy is a conclusion if p(g) # A and that it is an
assumption if p(g) = A. We denote by C and Ay the set of conclusions
and the set of assumptions of II, respectively. 2.15

We shall use often the notation s, if g is a vertex of a circular proof and
Ag) = sy -t for some ¢t € 7(C). We shall also use a similar notation ¢,,.

Definition 2.16 Let II be a circular proof over the directed systems
S, T, we define

() = £v(S) U ([ fv(sy) \ Xs.,

9€Go
fvp(I) = #(T) U ([ fv(ty)) \ Xz
g€Go
Observe that fv;(IT) € V(S) and fv,.(II) € V(T), and that, for g € Gy,
sq € T(C,Xg Utv(II)) and t, € T(C, X U fv,(II)). 2.16

Definition 2.17 Let II be a circular proof over S, T, its complexity #II
is the pair of numbers (card Cp, card Xg + card X7). 2.17

Remark 2.18 Observe that #II € N2, and this set comes with the
lexicographic order: (n,m) < (n/,m') if and only if n < n’ and n =
n' implies m < m’/. The strict order < arising from the lexicographic
order is a well founded relation. Hence, we shall prove properties of
circular proofs by induction on #II, by providing a base case if card Cr; =
0 and an induction step if cardCy > 0. 2.18

Definition 2.19 A circular proof I = (G, A, p, o) is said to be strongly
connected if, for each pair of conclusions ¢y, go € Cry, we can find paths
g1 —* go and gy —* gy in G(II). 2.19

We draw examples of circular proofs with a given base point and such
that their underlying graph is a tree with back edges. Indeed, we want to
remark the analogy with the usual model of a proof as a finite tree and
use existing tools for drawing proofs. Hence, we shall draw trees with
some of the leaves annotated by a number. With the notation

ysEt(, ...
o) P(9)

13



we mean that there is a transition in G(II) from ¢ to the n-the vetertex
g’ on the path from the root to g.

Example 2.20 Let S be the directed system

X =, §y
, {x
g, b
so that the associated order is x <g y. Let T" be the empty system of
equations, then

)y L LA
xAyF L Ly
—Luy

yF_L
Lx,
xk L

is a circular proof over S, T. The following is not a circular proof, since
it does not satisfy condition of definition 2.13 on cycles:

Indeed, let v be the only simple cycle on this graph. R(y) does not hold,
since v = (). On the other hand L(vy) does not hold, since minvyg = x
and €(x) = v. 2.20

14



Example 2.21 A more complex example is the following:

R
T |_ T /\(Z) >X1 I_ X1<10

— R —R
T l_ T V X1 \/{lﬂd}l X1 l_ T AV X1 x{lm}r
L

{Lr}

T\/Xll_—r\/xl

Ry,

T \/Xl H X4
—L,uxl

Xll_Xl

x1 Fx X, F x

1 1 )Xo 2(4 R\/{l |
X9 H X1 V X9 T
R'/\(Z) L\/{l,r}

TFHT Xl\/XQ'_Xl\/XQ
{Lr}y Rx1y

THTV X4 V X9 H X9
_— R-Xlu —_— L,MX

T l_ X1 X9 l_ X9 \/
. S R
TFxVx thrh X F X VX, Ly
— Rxy, " hRx,

TF xs X F %

L
TV X9 " X9 \/{ZVT}

This circular proof is over Sy, S5, the directed system S5 being defined
at page 26. 2.21

2.3 Operations on circular proofs
Taking the reachable part.

Let IT = (Go, A, p, o) be a circular proof and let C' C G. We define II, C
to be the circular proof (Hy, X', p/, 0’), where Hy C G and g € H, if and
only if we can find ¢ € C and a path ¢ —* ¢ in G(II); X, p/, 0’ are the
restriction of the analogous functions to H.

If C = {g}, then we shall write II, g instead of II, {g}. By definition,
G(II, g) is a pointed reachable graph.

15



Addition of new assumptions.

Let I = (G, A, p, o) be a circular proof and let A C G. We define 114
to be the circular proof (Go, A, p/, o), where

pl(g) _ {i(’g)7 igiO\Aa

We draw this operation as follows:

3 A parameterized fixed point theorem

In this section we prove the theorem that enables us to define the seman-
tics of the calculus.

Theorem 3.1 Let Z,'W.C be three categories, of which C has finite
products, and let S, T and @) be functors as follows:

S : CxZ
T : W C
Q : CPxZPxW— Set.

C

Counsider a natural transformation
Qo Clz, Tw) X Q(x, z,w) — C(S(x, 2), Tw)

and let (x,, x,) be a parameterized initial algebra of the functor S(z, z).
For each object z of Z, w of W and each ¢ € Q(x,, z,w), there exists a
unique f : x, —— T'w which is a solution of the equation

Xz * f = @xz,z,w(fa q) .

16



Before proving the theorem, we observe that the condition that C' has
products is necessary. Consider the discrete poset {a, b} and the constant
function Sz = a, so that a, being the unique fixed point, is the initial
S-algebra. In {a, b}, the following implication holds:

r<b = Sx<b.
Let Q(x,b) be the statement b £ x, then the above implication is
r<bAQ(z,b) = Sx<b

and if the theorem were true also in this case, we would be allowed to
deduce

Qa,b) = a<b.

Since b £ a, then we would deduce that a < b.
In the proof we shall use a bimodule notation, that is, for ¢ € Q(z, z, w),
we let

q-h = Q(idzaidzah)<Q)'

Naturality in = of « leads to the relation

&x’,z,w(h : fa (ha idz) ’ q)
- S(h, 1dz) ' az,z,w(fa Q)

for h: 2/ — x.

Proof of theorem 3.1. We show first that the above equation admits a
solution. Let z be an object of Z, w be an object of W and ¢ € Q(x., z, w).
Consider the two projections pr, , pry,, from the product x, X Tw and
observe that (pr, ,id.)-¢q € Q(x. x Tw, z,w). It makes sense to consider
the arrow

axszw,z,w(prTwa (prxza 1dz) : Q) : S(Xz X Twa Z) — Tw.
Pair this arrow with
S(pry ,id.) - x. : S(x: xTw,z) — x,

to obtain a S(x, z)-algebra (x, x Tw, 3). Let !5 be the unique morphism
of S(z, z)-algebras from the initial one to (x, x Tw, ), and observe that

'ﬁ : prxz = idxz )
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since pr,_ is a morphism of S(z, z)-algebras. Let
f = 'B-prp,  x, — Tw,
then the relation x, - f = ax, .. (f, ¢) holds:
Xz'f - XZ'!B'prT'w
= S(6,1d.) - B pryy,
= S(16,1d.) * Q. xTw,zw(PT 70 (prxz7 id.) - q)
= O‘XZ,Z,w(!B “Prp,, (18,1d.) - (prxz7 id.) - q)
= aX27zyw(f7 ('ﬁ : prxz7 ldz) : Q>
= @xz,z,w(fa C]) .

On the other hand, suppose that x, - f = o, . (f,q), and let
v o= (ide,f) 1 x. —x. x Tw.
We shall show that
X:+7 = S(y,1d:) - 0,

and, as a consequence, we shall deduce that v = ! and that f = ~ -
pry, = '6 - prp,. Indeed, we have:

Xz Py, = Xz

and

Xz'Y Prpy = Xz f

. zw(f, @)

= Opzw(7- P s (v pr,., id.) - q)
S(v,1id,) - axeTw,Z,w(prva (prxz’ id.) - q)
= S(v,1id,) - B - pryy, -

O

As in 1.2, unique solutions of the above equation make up a natural
transformation

Bow : Qxs, z,w) — C(x,, Tw) .

18



A similar dual technique has been used in [AAV00, Mos00] to prove the
universal property of iteration monads. The full dual statement, which
we need to prove theorem 4.11, is as follows:

Theorem 3.2 Let Z,' W, € be three categories, of which € has finite co-
products, and let S, T and @) be functors as follows:

S : Z
T : CxW C
Q : ZPxCxW—— Set.

C

Counsider a natural transformation
@y C(Sz,y) X Q(z,y,w) — C(Sz, T(y, w))

and let (y,,<w) be a parameterized final coalgebra of the functor T'(y, w).
For each object z of Z, w of W and each q € Q(z, yw,w), there exists a
unique f : Sz — y,, which is a solution of the equation

f Sw = az,yw,w(fv Q) .

4 Semantics of the calculus

4.1 Semantics of systems, y-bicomplete categories

Definition 4.1 Let C be a category, a functor S : C¥#}%/ — @€ is said
to admit initial algebras if, for each object z of C'/, an initial algebra of
the functor S(x,z) exists. Observe that if R : €/ —— @7 is a functor
and S : @Y . @ admits initial algebras, then also the functor

So(ide x R): = . ¢@

admits initial algebras. A choice of initial algebras is a correspondence
(x, %) which assigns to each pair (S, z), where S : C*Y/ —~ @ ad-
mits initial algebras and z is an object of G/, an initial algebra Y. :
S(x,,2) — x,. We shall require that a choice of initial algebras is
stable under substitution, that is, if x, : S(x.,2) — %, is the initial
algebra associated to the pair (S, 2), then xgy : S(Xgu, Ru) —> Xp, is
the initial algebra associated to the pair (S o (ide X R),u). A choice of
final coalgebras is defined in a similar way. 4.1
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Definition 4.2 An Q-model is a pair (€,Z) where C is a category with
a given choice of finite products, finite coproducts, initial algebras and
final coalgebras, and Z is an interpretation of the signature, that is, a
correspondence which assigns a functor Z(H) : €" —— C to each symbol
H € Q,, for each n > 0. 4.2

Remark 4.3 We can avoid the use of choices if we allow uniqueness up
to unique natural isomorphism in proposition 4.4. To easy the notation,
we shall write simply H : € —— C for Z(H) : € — C and say that
C is an 2-model. 4.3

To understand properly the next proposition, recall from [ML98, V.3]
that if C has products (coproducts), then a functor category €7 has
products (coproducts), which are calculated pointwise. Hence, a choice
of products (coproducts) gives rise to a choice of products (coproducts)
in the category €7. In a similar way, a choice of initial algebras (final
coalgebras) determines, for each functor S : C{*}Y/ — C admitting ini-
tial algebras, a unique extension of the collection of objects {x.}.cop;(c7)
to a functor x : C/ —— C such that Y, is a natural transformation from
S(x,,z) to x,.

Proposition 4.4 Let € be an Q-model, let S € S(€) and Z € V(95).
There exists at most one correspondence ||—||§, defined on 7 (C,Xg U Z),
with the following properties:

e For cach s € T(C,Xs U Z), ||s|Z is a functor €7 — €.
e For each z € Z, ||2||Z is the projection functor on the 2 component.
e For each object ¢ of €, HcHg = ¢, a constant functor.

o ltsi 1 — T(€xs02), then |, s = ey s and [V, 5/ =
Hie] ||52||S
o If H € Q, and s : [n] — T(€,Xs U Z), then ||Hs||Z = H o

VA
<H8i”5>ie[n]‘

e If the equation x =, g belongs to S, then Hx”? is the chosen initial
algebra of the functor

(%), 4UZ z
lgalls, " (2 Iylls /Y ly<s
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where [z, HyHg/y]st is the functor

. Z .
ideter X (|I¥lls, 1doz)y oy
. e{x}UZ - G(X)lSUZ )

o If the equation x =, ¢ belongs to S, then ||X||§ is the chosen final
coalgebra of the above functor.

Observe that the relation (x),, U Z € V(S,) follows from lemma 2.7. In
the following lemma, (x);, € X is the principal order filter generated by
X.

Lemma 4.5 Let € be an Q-model, let S € S(€) and let Z € V(5). If a

correspondence ||—||Z with the above properties exists, then
z (®) U2 z
Islls = llslls, ™ Tllylls /3 ]y<sx

holds, for every s € 7(C) such that fv(s) C fv(S) U (x);, U (x)15. In

particular ||qx||§ is equal to

S*

(%) gUZ z z
an:HleS [||X||S/177 ||Y||S/ya]y<s}<'

The only obstacle to the existence of such a correspondence is that the
desired initial algebras and final coalgebras could not exist. The following
proposition gives an inductive method to verify whether we can find such
a correspondence.

Proposition 4.6 Let € be an Q-model, let S € S(€) and Z € V(95).
Suppose that for each variable x € Xy g the following conditions hold:

éx}UZ with the above properties exists.

e A correspondence |—|g

e If the equation x =, gx belongs to S, then an initial algebra of the
{z}uZz .
functor [|q. ||’ " exists.

e [f the equation x =, ¢; belongs to S, then a final coalgebra of the

functor ||q, ||fgz}UZ exists.

Then also a correspondence ||—||§ with the above properties exists.

This justifies the following definition.
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Definition 4.7 An 2-model C is said to be u-bicomplete if, for each
directed system S € S(€) and Z € V(S5), there exists exactly one corre-
spondence ||—||7 with the above properties. 4.7

Example 4.8 Every complete lattice L with an interpretation of the
signature € is a p-bicomplete 2 model. If €2 is the empty signature, then
a lattice L is u-bicomplete if and only if it is a p-lattice [San00b]. 4.8

Example 4.9 Let A > w be a regular cardinal and consider the space
of A-accessible functors of the form S : Set’ —— Set for some finite set
J; that is, those functors that preserve A-directed colimits, cf. [AR94].
This space contains constant functors and projections, and it is closed
under substitution, finite products and coproducts. Parameterized initial
algebras and final coalgebras exist, cf. [AK79, Bar93| and the respective
induced functors are again A-accessible. Therefore, if for each H € €2,
Z(H) : Set™ —— Set is a A-accessible functor, then (Set,Z) is a u-
bicomplete 2-model. The same arguments is still true, if we substitute
Set with an arbitrary locally A-presentable category. 4.9

4.2 Semantics of circular proofs

We shall suppose in the following that € is a u-bicomplete {2-model.

Definition 4.10 Let II = (G, A, p,0) be a circular proof over S, T €
S(@), let Z = fvi(I) and and W = fv,(II). The natural system of
equations ||IT|| is the tuple

<G07 CH? GS,Ta Hp(_)H ) ﬁ> )
where

e The indexing set is G, the set of vertexes of II. The set of bounded
indexes is Cp, i.e. those g € Gy such that p(g) # A.

o If \(g) = s I t, recall that ||s]|Z : @7 — Cand ||t||} : €Y — €.
Therefore we let Cg7(g) be the functor

Cllsllz, Itly)  : (€%)P x €Y —— Set.
e If p(g) # A, then we let

By = {ogilie€ Arity(p(g)) },
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e ||p(—)|| has the form

10(9)|1(0g,)icArity(p(e))

where
IC/]] f

ICH [ (Ri)iem) H(hy, ... hy)
HL/\IzH (h) pr; - h

[RA| (Ri)ier (hi)ier

1LVl (hi)ier {hities
IRV 1, || (R) h - in
[Lpx|[(h) = x7'-h
[Rx,[[(h) = h-Xx
Ly lI(h) = <-h
Ryl (R) = h-¢7

Above, y is the arrow part of the choice of initial algebras of the functor

|| G ||f;;c)lsuz, respectively || ¢, ||%)lT UW, and ¢ is the arrow part of the chosen
final coalgebra of the similar functorial expression. 4.10

We shall represent the system |[|II|| with the more compact notation
Coo = [[H][(Cu, An) -

Theorem 4.11 The system ||II|| admits a unique (natural) solution

||H||T : H Csr(g) — H Csr(g)-

gEAD 9€Cn

Proof. The proof is by induction on #II. To begin with, observe that if
cardCp = 0,
then the result is obviously true, and that if
cardCp > 0,

then a proof is either strongly connected or not. Therefore, if it is possible
to argue as follows.
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Suppose II is not strongly connected: let gi,9. € Cry and suppose that
there is no path from ¢; to g». Let II; = II, g; and II, = II°%. Hence,
we decompose ||I1]| as

Cn, = |[IL[[(Cn,, Am,)
CH2 = ||H2||(CH2’CH1’AH)

Since g; is a conclusion of Iy, g; is not a conclusion of II,, and therefore
cardCp, < cardCy; and since go € Cp \ Cr; we have Cp, < card Cp.
By the induction hypothesis ||TII; ]|, ||[TIz]] admit a unique solution in the
proper categories of functors from (Cf1(i))or x @Vr(L) for j = 1,2. Since
fv;(II;) C fv;(I) for @ € {l,7} and j = 1,2, then we conclude that the
above circular proofs admit also a unique solution in the category of
functors from (CM!M)or » NN by 1.3, We conclude that also ||II]|
admits a unique solution, using the Beki¢ lemma.

We shall therefore assume that II is strongly connected. In this case we
can find a cycle v which visits every g € Cr. Suppose that this cycle
satisfies L(y) — a dual argument can be carried out if only the statement
R(7) is satisfied — and let x = min ~s.

We can also suppose that each assumption of II is reachable from an
element g € Cyy, hence from any element of Cyy, since the unique solution
of this system depends only on the proof II, Cr. It follows that if A\(g) =
Sq = tg, then fv(s,) C fv(S) U (x)4 U (x)1s-

Let

A = {geGylplg)=Lux},

and II, = IT4. Recall that, if ¢ € A, then there exists a unique vertex ¢’
such that g — ¢’ is a transition of G(II); we shall denote Sg¢ such vertex,
and let t, € 7(C) be such that A\(g) = x F ¢, and A\(Sg) = ¢x - t,. If we
let ||Lux|| be the system

{9 = IlLuxll(S9) }, 4 -

we obtain a decomposition of ||II|| as

{A - HLMXH(CHWA,AH)}
Cn, = |Haf|(Crys A, An)

By construction, in Il; there are no rules of the form Lux, hence we can
free all bounded variables y <g x from S and let the circular proof Il
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be over the directed systems S, and T'. Since card Xg, < cardXg, by the
induction hypothesis the system ||II;|| admits a unique natural solution

HHQHL over S, T'; if we apply back the substitution functor | Hny/y]ygsx,

we see that ||[II]] admits the unique solution ||H2||EL”y”Z/y] over S, T,
S/ Yly<gx

by the remark 1.3 and lemma 4.5. Thus, we have reduced existence and
uniqueness of a solution of ||II||, to existence and uniqueness of a solution

of

A = [Lpx (A, T (A, An), An)

zZ
Iylls /yly< gx

as usual, from the Beki¢ lemma. This system has the form

{g = xz'a ZH(AAH)}

Ualf ged

where for each g € G

oy — { || 2”[1; ”y”S/y]y<sx prSga Sg S CH2

Prg,; otherwise .
Let
— o X)ls Z
S(@,2) = llalls, [z [[yls/vly<sx
1€ x GZ —C,
Td = []ltlly : €% —¢,
geA

and let Q(z, 2, W) be
(x)
IT eClisalls) ™ e 191%/9ly<ss Itally)

a€ A
L C% x (CF)P x @Y —— Set.
Observe that for g € A the domain of ¥ is
He |t ||T Q(x,;?,w),
acA

since Hng;)lSUZ[x, 1711Z /yly<sx is equal to the projection functor on z,

where its codomain is C(S(z, 2), ||tg||;v) If we let a, = (a9) under

natural isomorphism, we have
gz Cz, TW) x Qx, 2, W) — C(S(x, 2), TW)

and therefore, the existence and uniqueness of a solution of the previous
system follows from 3.1. a

geAr
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5 Conclusions and future work

The calculus presented in this paper satisfies the cut elimination, in a
sound way. This can be made precise as follows.

Definition 5.1 A pointed circular proof is a pair (II, go), where IT =
(G, \, p,0) is a circular proof and gy € Gy. We call gy the conclusion of
(IT, go) and say that this pair is a proof of s F t if A(gp) = s F t. We
say that a pointed circular proof (II, go) is reachable if the pointed graph
(G(IT), go) is reachable. 5.1

A pair (s,S), where S € S(€) and s € T(C), is said to be closed if
fv(S) = 0 and fv(s) C Xg. By writing

Iy, : (s,8) — (¢, T)

we mean that II,) = (II, go) is a reachable pointed circular proof over
S, T such that A(go) = s F t and moreover that Ay = 0 and (s, S), (¢,T)
are closed pairs. If fv(S) = 0 and fv(s) C Xg, then ”SHg @Y —— @ can
be identified with an object of C. Hence, if I, : (s, 5) — (¢,7'), then

1Tyl = T €sirle) — elsls. 1el17)

g€

can be identified with an arrow from ”SHg to HtHg

Definition 5.2 For I, : (s,S) — (,T), we let ||TI,|| be ||TI]|* “Pry.
5.2

Proposition 5.3 Let Il : (s,5) — (t,7) and I'y, : (¢t,T) — (u,U)

be pointed circular proofs. There is an algorithm to construct a pointed
circular proofs Il ; 'y, : (s,5) — (u, U) with the property that ||I1,,; I, || =
[ TLgq 13 [1Th |-

The construction is analogous to the usual cut elimination procedure and
allows to consider circular proofs as algorithms. For example, let S, be
the system

Xn = Xno1 VX

{ : Axal) -

X1 =u T \/X]_
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The interpretation Han@Sn in the category Set is N”, the n-power of the set
of natural numbers; moreover every tuple of natural numbers (k,, ..., k1)
can be coded as a pointed reachable circular proof from (T, ) to (%a, Sy).
If I1, is a circular proof from (xy,,S),) to (%Xg, Sin), it is possible to apply
the cut elimination procedure, to calculate the result of ||IL,]|.

The proposed calculus is not complete enough to describe all the arrows
in a free p-bicomplete category. Indeed the diagonal A : N —— N2
arises as the unique algebra morphism from the initial one to the algebra
({0,0),s x s) : 1 + N> —— N? which is definable in the calculus being
the interpretation of the proof of example 2.21 (here s is the successor
function).

Proposition 5.4 There is no pointed reachable circular proof II, :
(x1,51) — (x2,53) such that ||II,|| is the diagonal.

The above result is analogous to the well known fact that the set of
words {a™b™|n > 0} is not recognizable and indeed the computation
which arises under the cut elimination is similar to computation with
automata. The above result shows that the ideas presented in this paper
and the syntax of the calculus have to be generalized in order to describe
free p-bicomplete categories. However, it seems likely that the calculus
presented here describes all the computations requiring bounded space.
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